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Abstract

This study examined the content validity of the scoring rubric instrument for measuring science teachers’ TPACK and the inter-rater reliability in using the instrument. This research was conducted as part of research and development which has been designed for the development of instruments for measuring teacher knowledge. The analysis carried out was a qualitative analysis based on triangulation of the three validators’ validation results and quantitative analysis for inter-rater reliability based on the Intraclass Correlation Coefficient (ICC) obtained for each question. The validation involved three science education experts from the university to assess the suitability of the scoring rubrics in the technological pedagogical content knowledge (TPACK) framework. Inter-rater reliability examining involved 100 participants who answered 15 questions on the instrument and three experienced raters to assess the participants’ answers. The validation results showed that the instrument content was valid for measuring the knowledge tested and had very high inter-rater reliability coefficient for all items. The validation results show that qualitatively the contents of the instrument are valid for measuring the knowledge being tested and had an average inter-rater reliability coefficient of 0.94 (very high).
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INTRODUCTION

The essay question instrument has become an alternative choice considered better, especially in the aspect of the answer’s authenticity compared to multiple-choice questions (Kastner and Stangla, 2011). If essay questions are used as a test instrument, the test taker does not have the opportunity to guess the answer, such as choosing the answer to a multiple-choice question (Rios and Wang, 2018). These advantages become the background for the essay question development as an instrument in high-consequence testing. On a large scale, the application of essay questions for exams has been supported by an automatic scoring system that uses information and communication technology tools (Shermis et al., 2010). In general, a good instrument must also have high validity and reliability as its characteristics (Hair, et al., 2010).

On the other hand, the obstacle in using essay questions for teacher competency assessment on a large scale is scoring (Williamson et al., 2010). Therefore, not much information has been obtained regarding the development of essay instruments for this purpose. Generally, the teacher's competency measurement utilizes objective tests or performance appraisals supported by technology in its application (Ministry of Education and Culture, 2015; Okhremtchouk, Newell and Rosa, 2013). Tests using multiple-choice instruments are deemed the most practical and efficient choice in large-scale teacher evaluations (Sumaryanta et al., 2018). Meanwhile, performance appraisal is generally carried out for teacher certification, where the number of participants can be limited in the exam stages (Stacey et al., 2020).

The essay question instrument referred to in the above description is a type of question that asks for a limited short essay answer, not a short answer or a long essay (Nitko and Brookhart, 2014). This type of question belongs to the type of open-ended questions or the type of constructed response questions (Wu, Tam, and Jen, 2016). This type of question asks the test taker to answer without being given an answer choice, and the answers requested are generally in the form of a sentence or several sentences that do not compose a paragraph. Essay questions provide several advantages over questions that provide answer choices, namely (1) reducing measurement errors due to random guesses, (b) eliminating corrective feedback to test takers by mistake, and (c) increasing the validity of the test construct (Rios and Wang, 2018). However, the general view for open-ended questions is that they have low reliability, so they are less likely to
be used. According to Rademakers, Cate, and Bär (2005), this view may be since open-ended question tests were often not statistically analyzed; whereas, their research results indicate that instruments with open-ended questions can also have adequate reliability, such as multiple-choice questions.

The application of the essay question instrument requires an instrument for a more reliable scoring process, namely a rubric or scoring guide (Brown, 2009; Wallerstedt, Erickson and Wallerstedt, 2012). Rubrics for instrument assessment of essay questions are also known as scoring keys, which contain answer keys, types of answers partially correct, and the scores given (Nitko and Brookhart, 2014). Besides, rubrics are generally part of authentic assessment, especially in performance appraisals (Anderson and Krathwohl, 2001; Jonsson and Svingby, 2007), and the use of rubrics generally aims to improve the consistency of the assessment given (Jonsson and Svingby, 2007). Thus, the subjectivity in essay grading can be reduced due to using the rubric as a predefined evaluation scheme (Moskal, 2000).

The two main categories of rubrics are holistic and analytical, which are used according to the assessment's needs and context (Nitko and Brookhart, 2014). Holistic rubrics, which generally use qualitative generic words, are used to make overall judgments about the quality of a performance or product, while analytic rubrics, which describe quality in detail, are employed to score each dimension in the assignment (Dawson, 2017; Jonsson and Svingby, 2007). Additionally, assessment using a rubric can show the ability to understand and analyze conceptual knowledge and analyze procedural knowledge (Anderson and Krathwohl, 2001). In this essay assessment, the rubric used can be general or specific, depending on the scoring program employed (Burstein and Attali, 2005). Each of the holistic rubrics and analytic rubrics tends to be applied with different strategies, including the interpretation strategy and decision-making by the scoring rater (Li and He, 2015). Weinberger and Guetl (2011) utilized a flexible analytical rubric in their research to test a semi-automatic scoring system, and this rubric can be an alternative as a supporting mechanism for an automatic scoring system.

Furthermore, expert reviews of questions and answers are generally the main process for validating the instrument so that the suitability of the instrument construction and the content tested as well as the adequacy or breadth of the content in the instrument are
known (Finch and French, 2018; Wu et al., 2016). The validity of the scoring rubric content is also related to the knowledge that the subject should have in the assessment carried out (Moskal and Leydens, 2002). Besides, the content validation of an instrument is not carried out through statistical procedures but by proving the relationship between instrument construction and the content being tested (Finch and French, 2018). In this regard, several previous studies validated the instrument’s content through a review process by several experts according to the content tested (Cantabrana, Rodríguez, and Cervera, 2019; Ghazali, 2016; Widiansah, Kartono and Rusilowati, 2019). Validation by these experts can improve the quality of the rubrics and, at the same time, increase their practicality (Haynes, Richard, and Kubany, 1995; Ngang, Nair, and Prachak, 2014).

Moreover, the use of rubrics for broad-scale assessments generally involves more than one rater so that testing of agreement or reliability between raters is needed (Thorndike and Thorndike-Christ, 2014). The reliability between the raters (inter-rater reliability) can indicate the number of error variants present in the scoring results and thus characterizes the precision of the scoring performed by several raters (Finch and French, 2018). Performing a examination for this inter-rater reliability can be done by estimating the Pearson correlation value, the alpha coefficient, the mean correlation between the raters, or the intraclass correlation value (Fleenor, Fleenor and Grossnickle, 1996; Gisev, Bell and Chen, 2013; Harris, Grandgenett and Hofer, 2010; Koo and Li, 2016). This inter-rater reliability examination is also generally carried out on human and computer scoring in research on automatic essay scoring systems as an alternative to human scoring (Attali and Burstein, 2006; Santos, Verspoor and Nerbonne, 2012; Smolentzov, 2012). Notably, the inter-raters reliability estimate results can be the basis for improving the instrument or the decision to directly use the instrument (Harris et al., 2010).

The instrument content of the rubrics examined in this study was teacher knowledge within the framework of Technological Pedagogical Content Knowledge (TPACK). The TPACK framework is a concept that is most often the research focus because a deep understanding of technology is needed to use technology in effective learning, communication, problem-solving, and decision making according to the current context (Koehler and Mishra, 2009; Schmid,
Brianza and Petko, 2020). This measurement of TPACK for science teachers using the instrument of essay questions and scoring rubrics is an effort to improve the efficiency of the assessment process and still get authentic results. Generally, the TPACK assessment uses a performance appraisal instrument or a questionnaire as an instrument in research (Adi Putra, Widodo and Sopandi, 2017; Agustin and Lilaasari, 2017; Bertram and Loughran, 2012; Koehler and Mishra, 2006; Pamuk et al., 2015), but the performance appraisal instrument has constraints when applied to a large number of teachers, and the questionnaire is subjective (Jüttner et al., 2013).

Related to the general characteristics of a test instrument, the questions that become the problem in this research are: 1) How is the content validity of the scoring rubric that has been compiled for the assessment of science teacher knowledge? and 2) How is the inter-rater reliability in testing the scoring rubrics for the assessment of science teacher knowledge? This study aimed to investigate the quality and internal consistency of the scoring rubrics that have been made for the assessment of science teacher knowledge. This study’s results will specifically become the basis for the use of scoring rubrics that have been compiled in implementing the TPACK measurement instrument for science teachers. This study’s results are also expected to become a scoring model for descriptive answers in the teacher's TPACK knowledge test as a novelty in educational assessment.

**METHOD**

This research was conducted as part of research and development (R&D) designed for the development of instruments to measure teacher knowledge. The R&D procedure includes both qualitative and quantitative test stages. The R&D procedures carried out are: 1) Research and information collecting; 2) Planning; 3) Develop preliminary form of product; 4) Stage 1 testing (qualitative validation); 5) Main product revision; 6) Stage 2 testing (quantitative); 7) Operational product revision; 8) Stage 3 testing (factor analysis); 9) Final product revision; 10) Dissemination and implementation. The research results described in this article are the results of stage 1 and stage 2 testing in the R&D design.

**Data collection and procedures**

The content validation of the scoring rubrics was conducted by
experts in science education, namely three lecturers who teach at the Faculty of Mathematics and Natural Sciences at the Indonesia University of Education, Bandung. Each of the three validators filled out a questionnaire as evidence of validity. The validated aspects include (1) conformity of scoring rubrics with instrument indicators and questions, (2) the accuracy of the concept or the existence of misconceptions, and (3) the criteria for each score. The validators provided a qualitative decision instead of numbers. The results were combined data for further analysis. The content validation reference is the instrument indicator of the question which is compiled based on the TPACK operational framework approach, which consists of 4 aspects: Pedagogical Content Knowledge (PCK), Technological Content Knowledge (TCK), Technological Pedagogical Knowledge (TPK), and Technological Pedagogical Content Knowledge (TPCK) supporting transformative perceptions for the TPACK assessment (Koh, Chai and Tsai, 2013; Angeli, Valanides and Christodoulou, 2016). Following this concept, the content of the instrument is questions that evaluate the teacher's knowledge integrative in planning, implementing, and evaluating learning that integrates technology. Learning content is limited to electrical and photosynthetic materials as part of the science material taught in junior high schools. The instrument contains 15 questions which are divided into PCK questions (4 points), TCK questions (3 points), TPK questions (4 points), and TPCK questions (4 points).

The question instrument has been assessed on 100 junior high school science teachers in the Banten Province, Indonesia. The participants consisted of 38 men and 62 women with varying age ranges, namely 12% less than 30 years, 51% between 30 and 45 years, and 37% more than 45 years. For years of service, the participants were divided into 3 categories, namely new and uncertified teachers with less than 5 years of service (25%), moderately experienced teachers with 5 to 10 years of service (6%), and experienced teachers with more than 10 years of service (69%). The composition of the participants was obtained through convenience sampling. Furthermore, all participant answers were assessed by three scorers, namely the researcher and 2 lecturers of science education. The scoring results become the data for reliability testing between scorers. The three scorers are experienced in assessing essay answers, so no special training was needed to conduct the assessment in this study. The resulting data are numbers in the range 0 to 2 as the scores that have been set in the
scoring rubrics for this study. The score data were then processed using SPSS 20 software, following a quantitative procedure to obtain the Intraclass Correlation Coefficient (ICC). Quantitative analysis was also conducted by calculating the percentage agreement between the 3 scorers.

**Data analysis**

The data analysis was carried out in two stages: the qualitative data analysis stage for content validation results and the quantitative data analysis stage on the inter-rater reliability examination results. The qualitative stage was conducted by analyzing the validation results in the form of decisions and notes from the validators on the issue of scoring rubrics. The analysis results were a triangulation of the assessments given by the validators. Quantitative analysis was performed based on the ICC obtained and the character of each answer in the scoring rubrics.

**RESULTS AND DISCUSSION**

**Description of the TPACK scoring rubrics**

The format of the validated and examined answer scoring rubrics in this study is as shown in Figure 1.

The format shown in Figure 1 is the scoring guide or guide for each item. The box “tested concepts” contains an explanation of the concepts being tested on each item of the question. This concept is related to the TPACK framework and indicators that formed the basis for developing questions and answers to relevant problems. The type of essay question used was a limited essay answer so that the answer could be defined but had flexibility in the use of key terms or words. Thus, as a substitute for the answer key, the format was given the concept, criteria, and sample answers with a score of 2 as the highest score. The box "score criteria 0/1/2" covers a detailed explanation of the criteria according to the expected answers. An example of the criteria given for a score of 2 is that "the answer is in the form of two correct, complete, and relevant reasons for the importance of 21st-century skills as student learning outcomes." On the same question, a score of 1 was given on the criterion "only one correct and relevant answer.” Meanwhile, for a score of 0 on this question, the criterion was "not giving an answer, or the answer does not match the concept of learning outcomes 21st-century skills”.

The last box in the rubric format consists of some (maximum 3) examples of answers given a score of 2. These examples of answers were given with considerations, among other things, to increase the similarity of the raters' perceptions because in the research conducted, there was no moderation
between the raters as a support for the use of the rubrics (Brown, 2009).

<table>
<thead>
<tr>
<th>Item Number:</th>
<th>Tested concepts:</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Score 0</th>
<th>Score 1</th>
<th>Score 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Criteria:</td>
<td>Criteria:</td>
<td>Criteria:</td>
</tr>
<tr>
<td>Score 2 examples answer:</td>
<td>1.</td>
<td>2.</td>
</tr>
</tbody>
</table>

Figure 1. TPACK Scoring Rubrics Format

The scoring scale on the rubrics was divided into three levels: 0, 1, and 2. A score of 0 can also be interpreted as having no knowledge or not understanding (absent), a score of 1 means the lack of understanding (deficient) category, and a score of 2 means understanding (sufficient-mastery). The equalization of scores with these categories is in accordance with the instrument preparation’s objectives, namely measuring the teacher’s knowledge level as part of the evaluation, and it is in line to use the rubrics itself, namely determining the level of answers as an expression of the knowledge possessed (Brophy, 2013; Moskal and Leydens, 2002).

Content validation stages

The content of the scoring rubrics, consisting of concepts and criteria, was examined qualitatively to obtain the content validity and determine the instrument’s quality as a guide for giving a score, not based on the scoring system or results (Keith, 2003). Qualitative examining as the initial was considered appropriate because it could measure the accuracy of the concept, depth, and breadth of the assessment tool. The number of experts involved also became a calibration for the quality of the rubrics. The first phase results of qualitative examination are in the table 1.

In Table 1, it is shown that there were eight items considered not valid yet in content, either related to indicators, concepts, or criteria for scoring. If the validator did not give an OK code, it did not mean that the scoring rubrics for an item were immediately considered invalid and had to be discarded or replaced. The items marked with (I), (M), or (C) were then reviewed according to the explanation given by each validator.
Table 1. Summary of the Results of the TPACK Scoring Rubrics Validation

<table>
<thead>
<tr>
<th>Item</th>
<th>V1</th>
<th>V2</th>
<th>V3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>OK</td>
<td>(I)</td>
<td>OK</td>
</tr>
<tr>
<td>2</td>
<td>OK</td>
<td>OK</td>
<td>OK</td>
</tr>
<tr>
<td>3</td>
<td>OK</td>
<td>OK</td>
<td>OK</td>
</tr>
<tr>
<td>4</td>
<td>(C)</td>
<td>(I)(M)(C)</td>
<td>(M)</td>
</tr>
<tr>
<td>5</td>
<td>(C)</td>
<td>(I)(M)(C)</td>
<td>OK</td>
</tr>
<tr>
<td>6</td>
<td>OK</td>
<td>OK</td>
<td>OK</td>
</tr>
<tr>
<td>7</td>
<td>OK</td>
<td>OK</td>
<td>OK</td>
</tr>
<tr>
<td>8</td>
<td>(C)</td>
<td>(I)(M)(C)</td>
<td>OK</td>
</tr>
<tr>
<td>9</td>
<td>OK</td>
<td>(I)(M)</td>
<td>OK</td>
</tr>
<tr>
<td>10</td>
<td>OK</td>
<td>OK</td>
<td>OK</td>
</tr>
<tr>
<td>11</td>
<td>OK</td>
<td>(I)(M)</td>
<td>OK</td>
</tr>
<tr>
<td>12</td>
<td>OK</td>
<td>(I)(M)</td>
<td>(M)</td>
</tr>
<tr>
<td>13</td>
<td>OK</td>
<td>OK</td>
<td>OK</td>
</tr>
<tr>
<td>14</td>
<td>OK</td>
<td>(I)(M)</td>
<td>OK</td>
</tr>
<tr>
<td>15</td>
<td>OK</td>
<td>OK</td>
<td>OK</td>
</tr>
</tbody>
</table>

Note. OK = valid, (C) = innacurate criteria, (I) = problems relate to indicator, (M) = problems in concept

For items marked with (I), the validator (V) considered that the items were not in accordance with the indicators for the questions and answers on the rubric. However, all codes (I) were only given by validator 2, while the other two validators did not give the same code. Thus, the items were then deemed only to need to be corrected according to the notes given by the validator 2. Likewise, for other items, a code (M) or (C) was obtained from a validator only. Meanwhile, for items that received the same mark from two validators, there had to be a fundamental change as an improvement to the rubrics, namely items 4, 5, and 8 on the scoring criteria, and item 12 required conceptual changes. No items got the same mark from the three validators at once, so no scoring rubric had to be replaced entirely or invalid on certain items.

The first aspect measured using these rubrics was the pedagogical content knowledge (PCK) aspect. This first aspect was compiled by items 3, 6, 11, and 14. If the instrument and scoring rubrics for this aspect were valid, the instrument could accurately measure the integration between knowledge of the subject matter and how to teach it comprehensively according to student characteristics (Bilici et al., 2013; Shulman, 2015). The validation results showed that the scoring rubrics for this aspect still needed to be improved; among others, in item 11, the concept of the contextual application needed to be clarified, and item 14 was related to the answer to the problem question given as a concept.

The second aspect of the rubrics validated in this study was technological content knowledge (TCK). Measuring the TCK concept is about the use of technology to represent specific topics in learning materials (Bilici, Guzey, and Yamak, 2016; Cox and Graham, 2009; Koehler and Mishra, 2006). This aspect of the TCK was compiled by the answers to questions 2, 4, and 10. The scoring rubrics for item 4 still needed improvement in the concept explanation.
and the criteria construction. The construction criteria were adjusted to the improvements in the concepts considered inaccurate by validators 1 and 2.

The measurement for the third aspect was technological pedagogy knowledge (TPK). The concept of TPK, which was the operational basis for this research, is the complexity of pedagogical knowledge for learning that utilizes the latest technology. Validation of this aspect is related to the conceptual reference that the teacher has the knowledge to use the right technology tools to facilitate student learning as part of TPACK (Bilici et al., 2013; Cox & Graham, 2009; Koehler & Mishra, 2006, 2009). This aspect was validated in the answer rubrics for questions 1, 9, 12, and 13. Improvements in the formulation of criteria were needed to clarify the specifications for the differences in scoring 2 and 1 in the answers to questions 9 and 12.

The final aspect measured in this study was integrating pedagogical content and technology knowledge (TPCK). This aspect could be measured in isolation from a transformative perspective. The general concept reference for this aspect is the knowledge that the teacher has to teach the material specifically using the latest technology and according to the planned strategy (Angeli et al., 2016; Cox & Graham, 2009; Jang & Chen, 2010; Koehler & Mishra, 2009). The items for this aspect were numbers 5, 7, 8, and 15. Validation of the answer scoring rubrics for these questions showed that for the answer to question number 5, it was necessary to improve the concept explanation so that it did not cause bias, and number 8 needed to be adjusted with the improvements in the question instrument. The two questions were considered unclear in the criteria for scores 1 and 2, so they needed to be more specific.

The qualitative validation of the rubrics aimed to achieve the validity of the content and construction of the rubrics in accordance with the framework and material concept. Characteristics of essay questions related to this are the tendency of subjectivity and complexity of answers to a given problem (Ornstein, 1992; Valenti, Neri and Cucchiarelli, 2003; Nehm and Haertig, 2012). The answer’s subjectivity and complexity will make the correct answer to the question written in various sentences. Therefore, the rubrics made are also expected to capture various answers, not limited to one or two standard sentences as the correct answer.
Quantitative stages

The scoring rubrics assessed in the second stage are the result of improvements based on the results of qualitative testing. The second stage to assess the scoring rubrics in this study is the quantitative test stage. The summary of the results of the reliability calculation in the form of the Intra-class Correlation Coefficient (ICC) and the agreement of the three scorers are shown in Table 2. The ICC obtained from the calculation of the scoring results by the three scorers on the test results of 100 participants was used as the basis for assessing the quality of the scoring rubrics. The percentage agreement was shown to strengthen confidence in the character of the scoring rubric, but it was not used as a determinant of the quality of the rubrics assessed. For this discussion, it is limited to assessing the scoring rubrics so that the results of the validity and reliability tests on the test items that have been prepared are not shown.

The result of the scoring rubrics examination shown in Table 2 was the ICC coefficient for all questions more than 0.9 with a mean of 0.96. This calculation’s results can be interpreted that the scoring rubric instrument in this study had very strong internal consistency and inter-rater reliability (Hair et al., 2010; Harris et al., 2010; Moskal & Leydens, 2002; Pallant, 2011). Meanwhile, the average percentage of agreement was 84%. This agreement percentage was the equal score given by the three raters. For a score agreed upon by a minimum of two raters, the result was more than 99%, and it means that only <1% of the raters gave different scores from all the answers examined. This indication signifies that the scoring rubrics could support scoring to eliminate the raters’ subjectivity and consistency constraints.

Table 2. The Quantitative Results of the Scoring Rubrics

<table>
<thead>
<tr>
<th>Item</th>
<th>ICC</th>
<th>Agreement</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.97</td>
<td>91%</td>
</tr>
<tr>
<td>2</td>
<td>0.94</td>
<td>76%</td>
</tr>
<tr>
<td>3</td>
<td>0.97</td>
<td>84%</td>
</tr>
<tr>
<td>4</td>
<td>0.95</td>
<td>80%</td>
</tr>
<tr>
<td>5</td>
<td>0.98</td>
<td>88%</td>
</tr>
<tr>
<td>6</td>
<td>0.98</td>
<td>91%</td>
</tr>
<tr>
<td>7</td>
<td>0.95</td>
<td>73%</td>
</tr>
<tr>
<td>8</td>
<td>0.94</td>
<td>87%</td>
</tr>
<tr>
<td>9</td>
<td>0.96</td>
<td>75%</td>
</tr>
<tr>
<td>10</td>
<td>0.96</td>
<td>87%</td>
</tr>
<tr>
<td>11</td>
<td>0.98</td>
<td>89%</td>
</tr>
<tr>
<td>12</td>
<td>0.99</td>
<td>90%</td>
</tr>
<tr>
<td>13</td>
<td>0.92</td>
<td>72%</td>
</tr>
<tr>
<td>14</td>
<td>0.99</td>
<td>95%</td>
</tr>
<tr>
<td>15</td>
<td>0.96</td>
<td>87%</td>
</tr>
<tr>
<td>average</td>
<td>0.96</td>
<td>84%</td>
</tr>
</tbody>
</table>

The examination results based on the aspects in the TPACK framework also revealed that the mean was in a very strong category for the ICC. These
results were also supported by the percentage of agreement among the three raters, which reached more than 80% for all aspects. It means that in every aspect, this scoring rubric instrument was adequate quantitatively. The average test value for each of these aspects can be seen in Table 3.

The inter-rater reliability value for the scoring rubric can be influenced by the complexity of the criteria set, the variation in answers given by the subject, and the range of scores used. The high complexity of the criteria will tend to make the rater give more different decisions and a higher range of scores. The advantages of a three-tier scoring rubric, such as those made in this study, include the potential for agreement and inter-rater reliability to be higher than using more scoring levels. Variations in subject answers are not influenced by the rubrics used in scoring but are influenced by the questions’ difficulty level and the habit of using terms. The difference in answers can cause different raters to give different scores even though the answers are of the same essence and can reduce scoring agreement and reliability.

Table 3. Average Reliability Value of Each TPACK Aspect

<table>
<thead>
<tr>
<th>Aspects</th>
<th>ICC</th>
<th>Average Agreement</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCK</td>
<td>0.98</td>
<td>90%</td>
</tr>
<tr>
<td>TCK</td>
<td>0.95</td>
<td>81%</td>
</tr>
<tr>
<td>TPK</td>
<td>0.96</td>
<td>82%</td>
</tr>
<tr>
<td>TPCK</td>
<td>0.96</td>
<td>84%</td>
</tr>
</tbody>
</table>

Another potential is the inconsistency of scoring when the answers given are in the form of explanations in long sentences. Even though the character of this instrument is a short essay, there were still subjects that might answer with quite a long explanation. Some answers exceeded the question request. Like a question requested to make a two-point or two-point answer, the subject answered more than what was asked for. It also has the potential to reduce the consistency of the raters when viewed from the scores given in detail. These possibilities are essential to consider in preparing rubrics for scoring an effective answer (Brown, 2009; Brophy, 2013).

The information provided in Table 1 exhibited that the relationship between the ICC value and the percentage agreement was not always directly proportional. For example, if a comparison was made between question number 2 and question number 7, question number 2 had a higher percentage of the agreement but a lower ICC value than question number 7. Meanwhile, for other questions, most of
what can be seen are that a question with a higher ICC reliability value would also have a higher agreement value than other questions or vice versa.

The raters’ subjectivity and the consistency weakness are some of the main obstacles in getting objective essay answers. A good scoring rubric is a rubric that can reduce these constraints so that the resulting score has a better confidence value, as expressed by Jonsson & Svingby (2007), Moskal & Leydens (2002), and Nkhoma et al. (2020). The rubrics compiled and used in this study had gone through the examining and revision stages. The rubric for scoring the answers was considered to have met the criteria and specifications as a good scoring rubric (Dawson, 2017). The criteria for good scoring rubrics include validity, reliability, and support for the scoring of the question instruments.

CONCLUSION

Qualitative examining by three validators revealed that the scoring rubrics had valid content as an instrument to measure the junior high school science teachers’ TPACK on the electricity and photosynthesis material. This feasibility was shown by the triangulation results of the three validators’ opinions on the instrument being examined, in which all validators did not provide an evaluation to change the instrument items. The notes given were generally in the form of suggestions for improvement to improve the relationship between the statement and the indicators or the criteria details to determine the answer score clearer.

Inter-rater reliability in the form of the Intraclass Correlation Coefficient (ICC) for all items uncovered that the coefficient was in a very high category (more than 0.9). These results indicate that the scoring carried out by the researcher, as one of the raters and the instrument compilers, had consistency with the scores carried out by the two other raters who were not involved in the instrument preparation. These facts and ICC scores are evidence that the scoring rubrics studied can be used with high confidence and showed sufficient consistency in scoring answers according to the questions to measure science teachers’ TPACK.

SUGGESTIONS

This study has not yet produced a ready-to-use scoring rubric instrument for all material content taught by science teachers in junior high schools. The validity and reliability measured in this study might have been sufficient, but for the development of similar instruments on different materials, expert evaluators, or participants, it is possible to have different results. Besides, instrument examining in this study did not take into
account the overall science teacher population and a statistically adequate sample. Therefore, this study’s results cannot be fully generalized to different contexts. Future research could be undertaken to expand the measured content and measure teacher knowledge on other subjects within a similar framework.
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