
Journal Industrial Servicess is licensed 
under a Creative Commons Attribution-
ShareAlike 4.0 International License (CC BY-
SA). 

Journal Industrial Servicess, vol. 9, no. 1, April 2023 

 
*Corresponding author: 
Email: meldiafitri@upiyptk.ac.id 

http://dx.doi.org/10.36055/jiss.v9i1.17778 

 

 
Non-stationary time series data for natural rubber inventory forecasting: A 
case study 

Muhammad Ilham Adelino , Meldia Fitri*, Mohammad Farid 

Department of Industrial Engineering, Universitas Putra Indonesia “YPTK”, Jl. Raya Lubuk Begalung, Padang 25122, West Sumatera, Indonesia 

A R T I C L E  I N F O 
 
A B S T R A C T 

Article history: 
Received 23 November 2022 
Received in revised form 16 February 2023 
Accepted 3 March 2023 
Published online 10 March 2023 

 
PPLK Corp. is a company that uses natural rubber as the main raw material to 
produce crumb rubber. The problem identified in PPLK Corp. is the insufficient 
amount of natural rubber received to produce and fulfill consumer demand. There 
have been fluctuations in the amount of natural rubber received and high variability 
between periods. To minimize this variability, it is necessary to forecast natural 
rubber requirements. The purpose of this study is to forecast the natural rubber 
inventory for the next periods using the best-fitted model, which is the 
Autoregressive Integrated Moving Average (ARIMA) method. A total of 547 daily 
data points from 2021 to 2022 were used. As a result, the ARIMA (1, 1, 2) model was 
found to be the best model for natural rubber forecasting in the rubber factory. The 
ARIMA (1, 1, 2) model had the smallest AIC value compared to others. The total daily 
natural rubber need is forecasted to be around 67,588 kilograms with a range between 
64,805 and 70,421 kilograms per day. However, it should be noted that this study was 
limited to short-term forecasting only. 
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1. Introduction 

Forecasting is the process of predicting future 
outcomes based on past data [1]. Time series data is 
prevalent in numerous fields, including production, 
transportation, medicine, economics, and energy [2], 
[3]. Forecasting research is particularly relevant to 
manufacturing and operations, where challenges such 
as inconsistent supply and dynamic demand can 
impede production targets [4], [5]. One such challenge 
is maintaining adequate natural rubber inventory. 

PPLK Corp. is a company that uses natural rubber as 
the main raw material to produce crumb rubber. The 
natural rubber is sourced from the Sumatra region. 
However, the company has experienced issues with 
insufficient supply to meet consumer demand. At other 
times, the supply has surged, leading to accelerated 
production to fulfill crumb rubber obligations and 
minimize delays. As shown in Figure 1, both the 
amount of natural rubber received and the variability 
between periods have fluctuated significantly. 
Therefore, it is necessary to forecast natural rubber 
requirements to minimize this variability. 

Based on the previous studies, natural rubber prices 
were predicted using the simple moving average (MA) 
and ARMA-GARCH models [6], [7]. The MA (3) model 
was found to be more accurate in forecasting natural 
rubber compared to other models [8]. For dry and wet 
rubber, the VARX (1,1) model was found to be better in 
predicting, as it is a multivariate model with exogenous 
variables [9]. The Economic Order Quantity (EOQ) 
method was used as an alternative for controlling 
natural rubber [10].  

 

Figure 1. Natural rubber received (in kg) 
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In Thailand, the multiplicative decomposition 
method was rated as the most suitable for forecasting 
the total natural rubber production [11]. A combination 
of ARIMA and SVM was found to improve forecasting 
accuracy and reduce forecast errors [12]. The forecast 
target timescale was found to influence the degree of fit 
between the forecast and the sub-sequence of modes 
[13]. The moving average (MA), autoregressive (AR), 
and ARIMA methods were considered effective in 
forecasting quantities and increasing forecasting 
accuracy in these studies. 

The ARIMA method is widely used for forecasting 
and has been applied to predict crude palm oil (CPO) 
prices using both the ARIMA and ARIMA-GARCH 
integration methods. In Malaysia and Indonesia, the 
combination of the ARIMA and GARCH models was 
found to be more effective in predicting CPO prices 
than either model alone [14]. Time series models have 
also been found to be effective in predicting other 
variables, such as notebook production [15], poverty 
levels [16], the price of quality goods [17], and the 
demand for cups of milk coffee [18]. In the 
manufacturing industry, ARIMA is often used to 
forecast short-term demand based on historical data. 
The ARIMA (1,0,1) model has been found to be the most 
effective, as demonstrated by its successful validation 
against historical demand information in food 
manufacturing under similar conditions [19]. 
Additionally, seasonal ARIMA models have been used 
to forecast small-scale agricultural loads and manage 
energy in Japan [20], [21]. 

Using a time series approach such as MA, WMA, or 
ARIMA to model and forecast demand can help 
minimize errors in material forecasting for food 
manufacturing. Weighted Moving Average (WMA) is 
assumed to be more sensitive to changes in data [22], 
making it a potentially valuable tool for predicting 
future demand. 

The ARIMA model has been found to perform better 
than both ARCH-GARCH [23], [24] and Holt's linear 
model [25]. ARIMA models have shown high accuracy 
and precision in predicting time series data at the 
nearest lag. However, the ARIMA-GARCH model may 
be superior to ARIMA since it updates safety stocks and 
calculates order quantities at each replenishment cycle 
[26]. LSTM models have also demonstrated superiority 
over ARIMA and have been found to reduce error rates 
and improve long-term projections [27]–[30]. Despite 
these findings, previous studies have reported differing 
results when attempting to determine the best 
forecasting model. 

In these studies, the moving average (MA) method, 
the autoregressive (AR) method, and the ARIMA 
method were found to be effective in predicting 
quantities, improving forecasting accuracy, and 
minimizing errors [12], [23], [24]. ARIMA-related 
studies have mainly focused on price prediction, 
production forecasting, and poverty level estimation. 
However, there has been limited research on forecasting 
natural rubber inventory using time series approaches. 

A novel approach is required to assess the accuracy of 
future predictions. 

This study proposes Autoregressive Integrated 
Moving Average (ARIMA) methods to determine the 
best fitting model. The purpose of this study is to 
forecast the natural rubber inventory for next periods 
using the best fitted ARIMA model. The structure of this 
research consists of introduction, material and method, 
results and discussion, and conclusion.  

2. Material and method 

The ARIMA model involves three steps: model 
identification, parameter estimation, and residual 
diagnostics. Data on the natural rubber inventory was 
gathered from January 2021 to June 2022, and a total of 
547 daily data points were used. The R software was 
used for conducting the analysis. 

ARIMA is a combination of two models, 
Autoregressive (AR) and Moving Average (MA). In 
Autoregressive (AR) model, variable 𝑌𝑡 depends on its 
previous values. It can be specified as:  

𝑌𝑡 = 𝛽0 + 𝛽1𝑌𝑡−1 + 𝛽2𝑌𝑡−2 +⋯+ 𝛽𝑝𝑌𝑡−𝑝 + 𝑒𝑡 (1) 

where 𝑌𝑡 is the response variable at time, 𝛽0 is the 
constant mean of the process, 𝑌𝑡−1, … , 𝑌𝑡−𝑝 are the 

response variables at lags t-1, …, t-p. 
In Moving Average (MA) model, variable 𝑌𝑡 

depends on previous values of the errors. It can be 
specified as: 

𝑌𝑡 = 𝜔0 + 𝜔1𝑌𝜀𝑡−1 +𝜔1𝑌𝜀𝑡−1 +⋯+ 𝜔1𝑌𝜀𝑡−1 + 𝑒𝑡 (2) 

where 𝑌𝑡 is the response variable at time, 𝜔0 is the 
constant mean of the process, 𝜀𝑡−1, … , 𝜀𝑡−𝑝 are the 

response variables at lags t-1, …, t-p [24], [30]. 

2.1. Model identification 

The ARIMA model, also known as the Box & Jenkins 
model, involves three steps. In the identification step, it 
is necessary to check the stationarity of the time series 
data by plotting a graph of the data to observe its 
pattern. Stationarity is a key requirement for using the 
ARIMA model. A stationary process is characterized by 
constant data with respect to mean and variance. The 
Augmented Dickey-Fuller test (ADF) is used to check 
the stationarity of the data. Autocorrelation Function 
(ACF) and Partial ACF (PACF) plots are also 
considered. If the data is not stationary, it is necessary 
to transform the data to achieve stationarity. The first 
differentiation is usually considered sufficient to 
stabilize the mean, making the data stationary. 
Differentiation calculates the difference between 
successive observations to remove trending patterns 
from the data. The correlogram pattern is also used to 
plot ACF and PACF in identifying AR or MA in the 
ARIMA model. After stationarity is achieved, the next 
step is parameter estimation, followed by residual 
diagnostics. 
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2.2. Parameter estimation 

The parameters in the ARIMA model are estimated 
using the least squares estimator. Auto ARIMA is a 
method used to identify the p and q sequences in the 
ARIMA model (p, d, q) with or without differentiation. 
The simplest to best approach is used to obtain the best 
parsimonious model, which is the model with the 
fewest parameters while still performing well. The best 
fitting model is determined by statistically significant 
coefficients, and the Akaike Information Criterion (AIC) 
is used to select the best model. The model with the 
lowest AIC value is preferred. 

2.3. Residual diagnostics 

Residual diagnostics are used to determine the 
residual white noise of the model used. The residuals 
must meet the assumption of non-autocorrelated 
random stationary process, where 𝜀𝜀𝑡𝑡~NID (normal 
and independently distributed). This can be achieved 
by plotting the residuals, performing the Ljung-Box 
test, and interpreting the Anderson-Darling statistics 
for the normality test. If the assumptions are met, the 
best-fitted model can be used to forecast the demand for 
natural rubber for the next period. If the assumptions 
are not met, it is necessary to identify a better model that 
does not overfit by adding several parameters to the AR 
or MA model. 

3. Results and discussions 

3.1. Study framework 

The study consists of pre-study (identify problem, 
literature review, set purpose, and gather data), model 
identification, parameter estimation, residual 
diagnostics, and forecast for next periods. The study 
framework can be seen in Fig. 2. 

3.2. Model identification 

Based on Table 1, the average natural rubber 
inventory was 49.336 kilograms with a standard 
deviation of around 26.734 kilograms in 2021. In Q2 of 
2022, the average inventory increased to 53.883 
kilograms with a standard deviation of around 24.818 
kilograms. The minimum and maximum inventory in 
2021 were 3.878-164.480 kilograms, while in 2022, they 
were 8.890-132.599 kilograms. The first, second, and 
third quartiles of the inventory in 2021 were around 
35.323, 41.870, and 62.914 kilograms, respectively. 
During 2022, the first, second, and third quartiles were 
around 35.323, 49.414, and 68.276 kilograms. 

Next, the data is illustrated in Fig. 3. The figure 
shows that the data series is non-stationary, as the mean 
and variance are not constant over time. This non-
stationarity can be attributed to the recovery period 
after the COVID-19 vaccine was found. 

 
 

 
Figure 2. Study framework 

Table 1.  
Descriptive analysis 

Indicators 

 Year (in kg) 

 2021  2022* 

Mean  49.336  52.883 
Standard Deviation  26.734  24.818 

Q1  35.323  35.323 
Median  41.870  49.414 

Q3  62.914  68.276 
Min.  3.878  8.890 
Max.  164.480  132.599 



4 

 
Adelino et al. (2023), Journal Industrial Servicess, vol. 9, no. 1, pp. 1–10, April 2023 

 
Figure 3. Natural rubber demand (2021-2022) 

 

 
Figure 4. data series after first differencing 

 

 
Figure 5. ACF and PACF plots after first differencing 

 
To handle this non-stationary data series, first 

differencing should be performed. Fig. 4 displays the 
first differencing plot of the data series, which indicates 
stationarity. The mean and variance have remained 
constant over time. ACF and PACF tests can now be 
conducted to explore alternative ARIMA models. Fig. 5 
displays the ACF and PACF plots after first 
differencing. Based on the correlogram, the alternative 
ARIMA models are MA (0), MA (1), and MA (2) for the 
moving average component, and AR (0), AR (1), and AR 
(2) for the autoregressive component. 

 
3.3. Parameter Estimation 

Table 2 shows all AIC value for alternative ARIMA 
models, from ARIMA (0,1,0) to ARIMA (2,1,2) 
with/without drift. ARIMA (1,1,2) without drift 
displays lowest AIC value around 12,558.78 and 
preferred as the best model. Table 3 shows coefficient of 
the best model ARIMA (1,1,2). Autoregressive (1) and 
moving average (2) results are significant. The estimate 
value of AR (1) and MA (2) is -0,959 and -0,916. 

 

Table 2.  
AIC value for alternative ARIMA models 

No.  Model  Drift  AIC 

1  ARIMA (0,1,0)  Yes  12897,87 

2  ARIMA (0,1,0)  No  12895,86 

3  ARIMA (0,1,1)  Yes  12566,81 

4  ARIMA (0,1,1)  No  12564,90 

5  ARIMA (0,1,2)  Yes  12568,61 

6  ARIMA (0,1,2)  No  12566,68 

7  ARIMA (1,1,0)  Yes  12743,14 

8  ARIMA (1,1,1)  Yes  12563,43 

11  ARIMA (1,1,1)  No  12561,40 

13  ARIMA (1,1,2)  Yes  12560,80 

14  ARIMA (1,1,2)  No  12558,78 

15  ARIMA (2,1,1)  Yes  12563,45 

16  ARIMA (2,1,1)  No  12561,43 

18  ARIMA (2,1,2)  Yes  12564,26 

20  ARIMA (2,1,2)  No  12562,22 

 
 



5 

 

 
 

Adelino et al. (2023), Journal Industrial Servicess, vol. 9, no. 1, pp. 1–10, April 2023 

Table 3.  
Coefficient ARIMA (1,1,2) 

   AR1  MA1  MA2 

Estimate  -0,959  0,062  -0,916 

Std. Error  0,018  0,026  0,025 

Z Value  -52,74  2,41  -36,956 

Pr (>|Z|)  < 2e-16  0,016  < 2e-16 

Result  Sig.  Sig.  Sig. 

 
Table 4.  
Ljung-box test and normality test results of Residual 

Residual 
 

Test 
 Ljung-

box 

 Anderson-
Darling 

ARIMA 
(1,1,2) 

 X-squared  0,294  - 

 df  1  - 

 p-value  0.587  0 

 
Result 

 White 
Noise 

 Normal 
Distribution 

Tabel 5. 

Forecasting of daily natural rubber inventory (in kg) 

Lead   Forecast   Std. Error   Lower   Upper 

1  70.421  24.625  22.156  118.685 

2  64.805  24.757  16.283  113.327 

3  70.189  24.783  21.615  118.764 

4  65.027  24.908  16.208  113.846 

5  69.977  24.937  21.100  118.853 

6  65.230  25.056  16.121  114.340 

7  69.781  25.088  20.610  118.952 

8  65.418  25.201  16.025  114.811 

9  69.601  25.235  20.142  119.061 

10  65.590  25.343  15.918  115.262 

11  69.436  25.379  19.694  119.179 

12  65.749  25.483  15.802  115.695 

13  69.284  25.521  19.264  119.305 

14  65.894  25.621  15.677  116.111 

15  69.145  25.661  18.850  119.439 

16  66.028  25.758  15.544  116.512 

17  69.016  25.799  18.452  119.581 

18  66.151  25.892  15.403  116.899 

19  68.898  25.935  18.067  119.730 

20  66.264  26.025  15.255  117.273 

21  68.790  26.070  17.695  119.885 

22  66.368  26.157  15.101  117.636 

23  68.690  26.203  17.334  120.047 

24  66.464  26.288  14.940  117.988 

25  68.598  26.335  16.984  120.213 

26  66.552  26.418  14.774  118.330 

27  68.514  26.465  16.643  120.385 

28  66.633  26.546  14.603  118.663 

29  68.437  26.595  16.311  120.562 

30   66.707   26.674   14.426   118.988 

3.4. Residual diagnostics 

Table 4 shows Ljung-Box Q-statistic test and 
normality test results of best model’s residual. Based on 
Ljung-box test result, p-value is 0.5875 and greater than 
significance level (0.05). It indicates the residual in 
white noise. Then, p-value of Anderson-Darling test 
result shows normal distribution due to p-value is less 
than 0,05. Next, we forecast natural rubber inventory for 
next month. Table A3 (see Appendix) shows daily 
natural rubber inventory forecast for 31 days. Mean is 
around 67.588 kilograms with range between 64.805 
kilograms and 70.421 kilograms per day.Based on the 
results of forecasting, the variability value is smaller 
than the company's current condition. This result is 
similar to the results obtained by Oktiani [12], Khamis 
et al. [23], and Haque & Shaik [24] that show forecasting 
using ARIMA can improve predictions and minimize 
error. 

4. Conclusions 

The company had been facing the issue of 
fluctuations in the amount of natural rubber received, 
leading to production target not being met in certain 
periods and accelerated production in others. This 
research proposed an ARIMA method to solve this 
problem by developing the best-fitted model for 
forecasting natural rubber inventory. The developed 
model was able to transform non-stationary data into 
stationary data in terms of mean and variance. 

The study revealed that the ARIMA (1,1,2) model 
provided better predictions with a significant level of 
5%, as it had the smallest AIC value compared to the 
other models. The total daily natural rubber 
requirement was estimated to be around 67.588 
kilograms with a range of 64.805 kilograms to 70.421 
kilograms per day. 

However, this study was limited to short-term 
forecasting, and future research could focus on 
developing multivariate forecasting models for 
predicting demand in the medium or long term. 
Additionally, a combination of methods with SVM 
could be considered in future research. 
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Appendices 

Table A1. 
The growth of natural rubber received (January-June 2021) 

Date   Jan   Feb   Mar   Apr   May   Jun 

1  0,0%  78,2%  -57,0%  23,0%  -29,9%  0,0% 

2  135,1%  -62,0%  192,2%  -46,1%  365,6%  194,5% 

3  -28,6%  85,2%  2,6%  31,8%  -78,5%  -76,3% 

4  36,6%  11,8%  -46,9%  35,2%  206,9%  -57,8% 

5  -56,4%  22,2%  -38,2%  -52,7%  29,9%  142,5% 

6  52,2%  -1,2%  256,4%  -59,5%  -26,2%  -52,0% 

7  64,4%  -25,9%  -38,3%  164,6%  -66,0%  191,8% 

8  -14,2%  40,4%  -53,8%  -31,0%  88,1%  -28,4% 

9  -39,2%  -61,6%  119,2%  -10,2%  -55,8%  -52,1% 

10  86,1%  56,7%  12,5%  50,3%  20,3%  134,6% 

11  -6,0%  -6,5%  33,2%  -16,8%  -31,9%  -52,7% 

12  -56,1%  12,8%  -52,8%  20,2%  66,1%  319,5% 

13  101,8%  -22,4%  23,3%  -45,3%  29,4%  -69,9% 

14  -0,7%  74,7%  17,0%  120,8%  -83,9%  108,7% 

15  -9,1%  -13,9%  -55,3%  19,6%  380,1%  -60,4% 

16  8,1%  -48,2%  -0,6%  -41,7%  19,9%  277,1% 

17  -11,6%  242,2%  164,4%  74,6%  -26,1%  -12,0% 

18  18,6%  -33,7%  -30,2%  -84,7%  -41,6%  -78,9% 

19  -51,5%  47,1%  -13,0%  343,8%  349,4%  -25,9% 

20  40,9%  -58,1%  10,2%  80,9%  23,2%  287,2% 

21  20,7%  30,8%  -33,7%  18,5%  -69,0%  25,9% 

22  33,7%  -23,0%  -14,2%  -24,2%  10,9%  -57,8% 

23  -42,8%  -29,0%  42,9%  7,7%  -9,9%  503,7% 

24  170,4%  57,9%  152,3%  -16,7%  0,0%  -49,0% 

25  -71,6%  33,9%  -72,3%  8,3%  0,0%  -11,9% 

26  0,0%  -21,1%  347,1%  -36,6%  0,0%  -33,9% 

27  96,5%  -38,7%  -49,3%  105,3%  -81,2%  123,8% 

28  -52,7%  142,0%  78,7%  7,9%  447,5%  -41,0% 

29  219,0%  -5,9%  -75,3%  0,3%  66,5%  -39,5% 

30  -32,7%    18,5%  -35,7%  -21,0%  126,5% 

31   -25,9%       51,0%       -25,9%     

 
Table A2. 
The growth of natural rubber received (July-December 2021) 

Date   Jul   Aug   Sep   Oct   Nov   Dec 

1  -1,3%  41,8%  21,7%  -85,4%  -63,5%  206,7% 

2  -91,9%  -29,5%  0,0%  371,1%  -2,2%  -56,6% 

3  1005,9%  96,1%  36,2%  -56,9%  81,3%  106,6% 

4  -52,2%  -13,6%  -75,2%  82,9%  3,9%  -78,8% 

5  72,4%  -37,8%  109,9%  7,6%  -26,5%  208,1% 

6  5,6%  12,8%  56,6%  12,2%  3,8%  29,8% 

7  127,1%  6,9%  -29,7%  -5,1%  1,4%  -29,9% 

8  -34,9%  -33,2%  -8,6%  -49,0%  -29,8%  323,1% 

9  -63,1%  17,8%  184,8%  -26,9%  -30,7%  -66,3% 

10  180,3%  10,1%  -49,8%  230,6%  133,6%  98,9% 

11  19,2%  5,7%  -4,0%  -29,1%  -14,0%  -6,8% 

12  -48,0%  53,0%  97,7%  -64,3%  -79,8%  6,0% 

13  35,0%  -59,2%  -21,3%  333,8%  152,0%  -49,1% 

14  17,2%  -5,5%  -48,8%  -64,6%  141,6%  2,2% 

15  -29,2%  40,2%  57,1%  101,8%  -41,5%  49,7% 

16  18,3%  3,7%  9,4%  -44,4%  -46,2%  13,0% 

17  -18,6%  0,0%  -62,0%  -50,3%  127,6%  -25,5% 

18  24,4%  165,8%  64,1%  227,0%  -31,5%  15,4% 
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19  -25,5%  -76,4%  -7,3%  -39,7%  4,4%  -20,7% 

20  76,2%  59,5%  34,5%  142,9%  -33,9%  -15,2% 

21  44,1%  77,6%  -25,0%  -40,5%  106,6%  -21,0% 

22  -27,8%  -17,1%  -47,3%  14,7%  -16,4%  250,5% 

23  -21,3%  -32,1%  374,1%  -51,7%  -49,9%  -54,0% 

24  80,3%  -4,9%  -68,1%  5,6%  66,7%  -15,5% 

25  -70,9%  93,9%  58,3%  96,3%  7,1%  -7,0% 

26  32,2%  -61,9%  -15,7%  -20,6%  -54,4%  221,4% 

27  30,7%  62,5%  -6,1%  133,2%  23,7%  -68,9% 

28  79,6%  -32,7%  0,0%  -29,9%  -36,8%  -17,0% 

29  21,1%  -8,0%  -21,2%  -23,0%  213,6%  151,5% 

30  -67,1%  41,5%  134,1%  113,1%  -57,1%  10,7% 

31   7,0%   5,4%       28,6%       -7,7% 

 
Table A3. 
The growth of natural rubber received (January-July 2022) 

Date   Jan   Feb   Mar   Apr   May   Jun 

1  0,0%  6,3%  -3,1%  -5,3%  -20,2%  -29,7% 

2  179,8%  91,1%  163,7%  -27,4%  -32,0%  135,5% 

3  -64,3%  -15,0%  47,0%  193,7%  10,2%  -77,9% 

4  -1,5%  -53,3%  -58,6%  -8,3%  64,0%  425,3% 

5  43,4%  37,6%  15,1%  -77,1%  3,7%  -24,6% 

6  -22,5%  6,6%  57,4%  97,4%  65,7%  -51,4% 

7  -66,0%  -15,4%  -64,5%  22,3%  -84,2%  62,7% 

8  104,1%  15,9%  -36,3%  -31,7%  527,9%  6,8% 

9  27,5%  94,5%  88,5%  1,1%  -67,6%  29,6% 

10  3,3%  -24,1%  102,8%  82,1%  71,2%  -14,6% 

11  -18,0%  -48,5%  -58,9%  -46,6%  104,7%  29,0% 

12  126,7%  13,5%  48,5%  6,6%  -71,5%  -25,1% 

13  4,0%  47,3%  2,9%  211,6%  0,0%  -46,2% 

14  -48,3%  -32,1%  -34,5%  -59,4%  0,0%  166,4% 

15  -53,7%  -6,8%  -17,1%  33,0%  0,0%  -22,5% 

16  96,8%  129,2%  133,8%  -56,6%  0,0%  11,9% 

17  10,0%  30,8%  4,3%  109,9%  56,8%  -34,8% 

18  -48,2%  -41,9%  -64,3%  -38,8%  69,6%  9,0% 

19  170,0%  -5,4%  61,4%  -16,1%  -47,7%  34,0% 

20  20,1%  -6,6%  61,3%  35,7%  49,1%  -54,5% 

21  -19,1%  -30,4%  -46,7%  118,3%  9,0%  140,8% 

22  -30,0%  73,1%  -50,2%  -84,5%  19,5%  -8,8% 

23  -7,7%  45,1%  184,7%  56,0%  -63,0%  18,2% 

24  13,9%  -81,9%  33,9%  86,4%  -32,9%  -39,2% 

25  22,5%  162,6%  -86,7%  -10,8%  141,2%  18,4% 

26  27,4%  -37,6%  464,3%  -23,9%  -38,2%  27,0% 

27  32,2%  107,9%  97,3%  137,3%  98,3%  -57,9% 

28  -53,8%  -35,6%  -64,3%  20,3%  -10,9%  117,7% 

29  -22,8%    -49,3%  -84,1%  10,7%  -0,1% 

30  106,3%    445,0%  433,3%  -48,9%  3,2% 

31   -34,0%       -47,3%       42,3%     
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