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Article history: Lovebird is a type of bird from the Psittacidae family, consisting of 90 generations. One of them is the
Submitted 8 September 2023 genus Agapornis Selby or Lovebird, which has 9 species. In recognizing the diflerences of each species,
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Received in revised form 26 September 2023 was obtained from open sources totaling 8,992 datasets from 9 Agapornis species. It consists of 80%
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Keywords: including color, shape, size, and texture characteristics. The things extracted in this study include the
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% ABSTRAK

Lovebird merupakan jenis Burung yang yang berasal dari keluarga Psittacidae yang terdiri dari 90 genus.
Salah satunya terdapat genus Agapornis Selby atau genus Lovebird yang memiliki 9 sepesies. Dalam
mengenali perbedaan dari masing-masing spesies, dapat dibantu menggunakan sistem dari Object
Recognition. Salah satunya menggunakan algoritma CNN yang popular. Dataset diperoleh dari sumber
terbuka yang berjumlah 8.992 dataset dari 9 spesies Agapornis. Dari sejumlah dataset terdiri dari 80%
citra training dan 20% citra testing. Setelah 10 kali uji akurasi, hasil menyatakan bahwa tingkat akurasi
nya mencapai 89%. Selain itu, ada juga fitur ekstraksi yang diekstraksi dari citra meliputi ciri warna,
bentuk, ukuran, dan tekstur. Hal-hal yang di ekstraksi dalam penelitian ini meliputi Mean, Standar Deviasi,
Kurtosis, Skewness, Variansi, Nilai Entropi, Pixel maksimum dan Pixel minimum.

Available online at http://dx.doi.org/10.36055/tjst.v19i2.21946

1. Introduction

Classification of lovebird species (Agapornis) using the Convolutional Neural Network (CNN) algorithm isa method thataimstorecognizeanddifferentiate
lovebird species based on visual features in the image. T he application of CNN in the classification of lovebirds involves convolitionlayersthat canextract
important patternsandfeatures from birdimages [1]. T hese layers help the model learn to recognize the unique characteristicsof different typesoflovehirds.

Object Recognition isa general science in the fields of computer vision and robot vision. In previous years in the field of neuroscience, CNNshave
playeda key role in solving many problemsrelated to object identification and recognition [2]. Asthe visual system of our brainsharesmany featureswith
CNN propertiesit isvery easy to model and test the object classification and identification problem domains. CNN is usually a forwardarchitecturefeed;
on the other hand, the visual system is based on CNN (CNN) to couple repeated connectionsto each convolutional layer. T hismethodhasthepotentialto
recognize visual differences between lovebird species, as proven in thisstudy. Globally, there are 330 species of the genus PsittacidaefromtheclassAves,
one of which isthe genus Agapornis Selby. T his group consists of nine species, namely Peach -faced Lovebird (A. roseicollis), Black-wingedLovehird(A.
taranta), Grey-headed Lovebird (A. canus), Masked Lovebird (A. personatus), Nyasa Lovebird (A. lilianae), Black -collared Lovebird (A.snnderniants),
Fischer's Lovebird (A. fischeri), Red-faced Lovebird (A. pullarius) and Black-cheeked Lovebird (A. nigrigenis) [3].

Thisstudy implementsthe CNN algorithm to carry out semantic classification by assigning semantic labels to lovebird objects[4]. Lovebircswere
chosen because of the characteristics of the specieswhich have different color [3][5]. Research using CNN to classify lovebirds has producedapromising
level of accuracy. The CNN model used consists of convolution layers, flattened layers, dense layers, and dropout layers, which help in producinggood
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classification results. By utilizing feature representation that is automatically learned by CNN, this algorithm can understandthedifferencesbetweentypes
of lovebirds based on their visual characteristics [6].

Deep learning, especially Convolutional Neural Networks (CNNs), excels at image classification tasks by autonomouslyextractingintricatefeatures
from rawpixel data. T hisability eliminates the need for manual feature engineering, making the process more efficient andadaptabletovariosimagetypes
[7]. Moreover, deep learning models can recognize subtle patterns, textures, and relationships within images, enabling accurate dif ferentiationbetween
objects with similar appearances. This level of precision is crucial in diverse applications such as medical diagnosis, autonomous driving, security
surveillance, e-commerce product recommendation, and more. T he scalability of deep learning allows these models to processandclassify vast amountsof
images, leading to real-world solutions that are both accurate and efficient.

By harnessingthe power of deep learning, image classification becomesa robust tool for automating tasks that require visal interpretation, recucing
human intervention, and driving advancements in technology across multiple domains.

2. Proposed Method

Thisstudy uses the Deep-CNN model with 15 two-dimensional layersalongwith several parameters, which are visualized in the flowchart above. The
training process is carried out in the Deep-CNN model consisting of Convolution, Batch Normalization, ReLU, and Max Pooling which are repeated3
times. Then do the complete classification process. After repetition, acomplete classification processis carried out, Fully Connected, Softmax, and

Classification Output. Further explanation of the process is in Figure 1.
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Figure 1. Flowchart of Proposed Diagram Figure 2. Classification Feature Architecture

Furthermore, the data is processed with Background Subtraction and image segmentation to obtain data with a homogeneoushackground[8].From
these data continue the process of croppingandresizingto get clear data. 80% of the training data and 20% of the testing dataareprocessedforthetraining
process further to processingthe CNN (Define T ransfer Layers) layer and defining the Architecture to be used [9]. Multiple convolutional layers
(“convolution2dLayer"), batch normalization (“batchNormalizationLayer™), ReLU activation ("reluLayer"), and max-pooling('maxPooling2dLayer")are
defined to form a CNN. The last fully connected layer with softmax activation is defined for classification as in Figure 2.

CNNsare trained using the “train network™ function with training data, layers, and optionsto processtraining images. In th e Accuracy calculation
step, the trained network is used to classify validation data using the classify function. Accuracy is calculated by comparin g the predictedlabel (Predd)with
the actual label (Valid). The percentage accuracy isthen displayed in the MAT LAB user interface using the set function [10][11]. Thereutsofthetraining
data are then exportedfor the classification process of the data entered. T he newdata that will be tested will also undergo an adjustmentproceswiththe
cropping and resizing process.

2.1. CNN Fundamental

Convolutional Neural Network (CNN) isa special type of artificial neural network designedto process grid-like data, such asimages or spatialcata[12].
CNNsare very effective for tasks such asimage classification and object detection because of their ability to learn feature hierarchiesautomatically from
input data. CNNs use a convolutional layer to apply filtersor kernelsto the input data, allowing the network to detect diff erent featuresat different scales.
Learningthis feature hierarchy helps CNN understand complex patternsin images [13] . Additionally, CNNs often include a joininglayertoreducespatial
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dimension and prevent overfitting. By exploiting the spatial structure of the input data, CNN has advanced the fields of computer vision and pattem
recognition significantly. T hey are widely used in a wide variety of applications, from image recognition to medical imaging [14]. T he followingisthe
structure of the CNN Algorithm [15].

Figure 3. Porposed CNN Architecture
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The object detection model using regions with CNN is based on the following three processes:
1. Findareas in the image that may contain an object. These areas are called proposed areas.
2. Extract CNN features from region proposals.

3. Classify objects using extracted features

2.2. Confusion Matrix

A confusion matrix isa fundamental tool used in machine learning for evaluating the performance of a classification modkl. It providesaclearandorganized
way to summarize the results of a classification problem. Here's an explanation of the confusion matrix:
e TruePositives(TP): These are the cases where the model correctly predicted the positive class (e.g., correctly ident ifyingactual disease casesin
a medical diagnosis).
e True Negatives (TN): These are the cases where the model correctly predicted the negative class (e.g., correctly identifying non-diseasecasesin
a medical diagnosis).
e False Positives (FP): These are the cases where the model incorrectly predicted the positive class when it shoudhavebeennegative (e.g,wongly
diagnosing a healthy person as having a disease).
e False Negatives (FN): These are the cases where the model incorrectly predicted the negative class when it should havebeenpositive(e.g, failing
to diagnose a person with a disease when they actually have it).

The confusion matrix is usually presented in a tabular form like this:
Table 1. Confusion Matrix
Actual/Predicted Class0 Class1 Class2 Class 3 Class4 Class5

Class 0 TP (0,0) FP (1,0) FP (2,0) FP (3.0) FP (4,0) FP (5.0)
Class 1 FN (0,1) TP (1.1) FP (2,1) FP (3,1) FP (4,1) FP (5,1)
Class 2 FN (0,2) FN (1,2) TP (2.2) FP (3.2) FP (4,2) FP (5.2)
Class 3 FN (0,3) FN (1,3) FN (2.3) TP (3.3) FP (4.3) FP (5.3)
Class 4 FN (0,4) FN (1,4) FN (2.4) FN (3.4) TP (4.4) FP (5.4)
Class 5 FN (0,5) FN (1,5) FN (2,5) FN (3,5) FN (4,5) TP (5,5)

From the confusion matrix, several performance metrics can be calculated:

e Precision: The proportion of true positive predictions out of all positive predictions (TP / (TP + FP)).

e Recall (Sensitivity or True Positive Rate): The proportion of true positive predictions out of all actual positive instances (TP / (TP + FN)).
e F1-Score: The harmonic mean of precision and recall, useful when there is an imbalance between classes.

The choice of which metric to prioritize depends on the specific problem and the cost asso ciated with different types of errors. For example,ina
medical diagnosis, recall might be more critical to ensure that no positive cases are missed, even if it leads to some false alarms (lower precision). In
summary, a confusion matrix isacrucial tool for assessing the performance of a classification model, allowing youto understand thebalancebetweentrue
positives, true negatives, false positives, and false negatives in your predictions.

2.3. Pixel Intensity Values of an Image

Pixel intensity values of an image refer to the numerical values assigned to each pixel in the image, representing the brightnessorcolorofthat pixel. When
performing image processing or analysis, various operations can be appliedto these intensity valuesto extract features enhancecertainaspectsoftheimage,
or prepare the data for further analysis. In this scope, mean, standard deviation, kurtosis, skewness, variance, entropy, minimumpixelvalue,andmaximum
pixel value are relatesto various statistical measures that can be computed from the pixel intensity values of an image. T hesemeasiresarecommonly used
in image processing and computer vision for different purposes, including texture analysis, feature extraction, and image characterization.

2.3.1. Mean

Calculatingthe average (mean) of pixel valuesinvolvesadding up all the pixel values in a data set and dividing by the total number of pixel v alues. Itis
often used in various contexts such as statistics, data analysis, and image processing. T he general formula for calculating the mean is:
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M = S (l)

n =the amount of data in the sample.
X, =the data value at the i-th position.

2.3.2. Standard Deviation

The standard deviation measures howfar the values in a data set are spread from the mean (mean). It gives an idea of the variability or dispersionofthe
data. The formula for calculating the standard deviation is as follows:

n —m)2
std = [Helme )
n =the amount of data in the sample.
X, =the data value at the i-th position.
m = the average of the data.

2.3.3. Kurtosis

Kurtosis measures the shape and sharpness of the peaks of the data distribution. T he general formula for calculating kurtosis in image extraction isas
follows:

I -0t
e 3)
n =the amount of data in the sample.
X, =the data value at the i-th position.
X =the average of the data.
S = the standard deviation of the data

Kurtosis =

2.3.4. Skewness

Skewness in image extraction refersto the asymmetry of the distribution of pixel intensities within an image. Skewness isastatisticalmeasurethat qentifies

the lack of symmetry in adistribution. In the context of image processing, skewness can be used to detect and correct thetiltingorrotationoftext orobjects
in document images. T he general formula for calculating the skewness is:

n —x)3
Skewness = 2= Fe D 4)
n-s3
n = the amount of data in the sample.
X; =the data value at the i-th position.

X  =the average of the data.
S =the standard deviation of the data

235. Variance

In image analysis, variance is utilized to distinguish between different regions based on their pixel intensity distribution. It playsa role intaskslikeobject
detection, edge detection, and texture analysis. The general formula for calculating the variance is:

ey (=m)®

variance = (5)
n
n =the amount of data in the sample.
X, =the data value at the i-th position.
m  =the average of the data.

2.3.6. Entropy

In image analysis, variance is utilized to distinguish between different regions based on their pixel intensity distribution. It plays a role intaskslikeobject
detection, edge detection, and texture analysis. The general formula for calculating the Entophy is:

— 2L, p(x) . log,(p(x)) (6)
N = the number of possible different values in the dataset (in image contrast, the number of different pixel intensities).
X; = the intensity value of the pixel value in the i-th position.
px; =the probability of occurrence of the value x_i in the dataset.

2.3.7. Minimum Pixel value

The minimum pixel value in image subtraction refersto the process of subtracting the minimum pixel value of one image fromthecorrepondingpixelsof
another image. Thisoperation can be used to emphasize or enhance the differences between images, highlight specific features, ornormalizepixelvalues.
The general formula for calculating the minimum value is:

Min = min(xy, x5, ..., Xn) @)
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n =the amount of data in the sample.
X, =the data value at the i-th position.

2.3.8. Maximum Pixel Value

When performingimage subtraction, typically the pixel values of one image are subtracted from the corresponding pixel values of anotherimage. This
operation aims to highlight differences between images. The general formula for calculating the maximum pixel value is:

Max = max(x,X5, .., Xp) (8)

n =the amount of data in the sample.
X;  =the data value at the i-th position.

2.4. Datasets

The dataset playsa critical role in image classification tasks. A dataset isa curated collection of digital images alongwith correspondinglabelsthat define
the classes or categories of the images. T he success of an image classification model heavily depends on the quality, diversity, and size ofthedat aset used
fortraining [16]. T he dataset taken isopen source with a total of 8,992 files with image extensions (.jpg) as shown in the sampleinFigure2. Thedatasetis
processedto the classification stage with the first process grouping data based on the type of species. T here are 9 folders containing-+800-1500 datathat
have been prepared for training sessions Furthermore, the data is processed with Background Subtraction and image segmentatio n to obtain datawitha
homogeneous background [6]. 20% of the data has been used for training and 80% for testing.

Figure 4. Lovebirds Datasets

3. Result and Discussion

Thisstudy aimsto classify images of lovebirds (Agapornis) based on their species using the Convolutional Neural Network (CNN)architecture. Thismethod
utilizes deep learningtechniquesthat can extract important features from images automatically for classification purposes. CNN canrecognizecomplex
visual patterns in images, such as the unique characteristics of each type of lovebird [17].

Thisresearch involvesimplementing CNN with the appropriate architecture and configuration, aswell as training the modelwsingalovebirdimage
dataset that has been labeled with its species. The main goal isto create amodel that can distinguish between types of love birds based on their visual
characteristics. The results of this study can be used for various applications, including the introduction of bird species in thefieldofomithology andnatural
observations. The CNN method in image classification is very useful in recognizing and classifying visual objects based on complex featuresthat aredifficult
to identify manually CNN iswidely used in various applications of pattern recognition, image classification, object detection,imagesegmentation,andother
image processing [18]. Itsstrengths lie in itsability to deal with differencesin size, rotation, and other variations in image data, as well asits abilityto
extract hierarchical features useful in visual analysis [19]. Before being processed, we collect the dataset and prepare it to be processedusingMatlab2020.
The followingisasample of the rawdataset as shown in Figure 4. Extraction has been carried out on 9 image categories of each Lovebird (Agapornis)
species as shown in Table 2.

Table 2. Feature Extraction

Sample Image (.jpg) Mean Sgi?a(i?gg Kurtosis Skewness Variance Entropy i/ll)i(zl P|\|/|>;exl
A.canus 1 151.285 43.8798 5.79894 -1.66791 1925.44 490373 0 253
A.fischeri 1 123.656 53.1678 2.38737 0.062108 2826.82 7.66734 1 238
A.lilianae 165.173 44.3342 4.82287 -1.72719 1965.52 47733 0 233
A.nigrigenis 1 120.251 57.6938 2.72542 0.933481 332857 7.32873 0 255
A. personatus 1 129.277 38.9767 355338 -1.23655 1519.18 6.37582 2 235
A. pullarius 1 147,626 33.7442 3.36227 -0.433357 1138.67 6.94849 1 245
A. roseicollis 1 113.043 30.548 5.40891 -0.42554 933.18 6.3855 2 254
A.swindernianus 1 158.485 69.302 1.44253 -0.307218 4802.76 7.396 5 255
A.taranta 1 123.151 51.0404 2.08603 -0.078518 2605.13 7.60317 0 255
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T he feature extraction function in image processing refersto the process of identifying, calculating and compilingrepresent ativefeaturesofanimage.
The goal of feature extraction isto simplify the image representation in such a way that the most relevant information can be representedby thefeatures.
These features can then be used as input for machine learning algorithms, classification, or other image analysis tasks.

Table 3. Sample Result of Classification of Lovebird (Agapornis)

Image Name Real Name Folder Name True / False
1.jpg A.canus canus F
19.jpg A.canus canus F
3.jpg A. fischeri fischeri T
35.jpg A. fischeri fischeri T
8.jpg A.liliane liliane T
23.jpg A.liliane liliane T
4.jpg A.nigrigenis nigrigenis T
19.jpg A.nigrigenis nigrigenis T
20.jpg A. personatus personatus T
26.jpg A.personatus personatus T
17.jpg A.pullaria pullaria T
5jpg A.pullaria pullaria T
7.Jpg A.roseicollis roseicollis T
120.jpg A.roseicollis roseicollis T
59.jpg A.swindernianus swindernianus T
32.jpg A.swindernianus swindernianus T
22.jpg A.taranta taranta T
20.jpg A.taranta taranta T

Table 3 above contains 18 times Results of the Classification of Lovebird (Agapornis) from a different kind of picture usingthe CNN algorithm.
Accuracy isa key metric in evaluatingthe performance of a classification model, and an 88% accuracy suggests that t he modelismakingcorrect predictions
for the majority of the cases. T he classification results above are considered reasonable and It indicates that the model trainedwiththe CNNalgorithmhas
demonstrated a high level of success in distinguishing between different types of pictures of Lovebirds.

Table 4. Result of Confusion Matrix

Test Precision Recall F1-Score
Test 1 0.80 095 0.87
Test 2 0.97 0.78 0.86
Test 3 0.91 0.94 0.92
Test 4 0.95 0.89 0.92
Test 5 0.89 0.87 0.88

CNNs are powerful algorithms for image processing that automatically learn relevant features from the input images CNNsexcelat featureextraction
due to their ability to learn hierarchical representationsdirectly from rawimages [20]. T his makes them highly effective for image classificationtasks,
allowingthem to capture relevant information and patternswithin the data. Besides extraction, there are also classification featuresthat wealsotest directly.
Theresultsof the trial are as follows in Table 3. From 18 classification tests, the false result happenedtwice. T hismeansthe accuracy is eqels88.88%.
The CNN Accuracy that are generated test also generates the same percentage of accuracy. Around 80% of CNN accuracy tests are recordedduringthe
training system.

4. Conclusions

Based on the classification experiment usingthe CNN method which was carried out on 9 species of lovebird (Agapornis) on 8992 data. Atotalof8,992
datasets, 80% consisting of trainingimagesand 20% are testing images. After testing the accuracy 10 times, the results showedanaccuracy ratearearound
89%. In addition, there are extraction features extracted from images, including features such as color, shape, size, and texture. T hisresearchalsoinvolves
the extraction of several things, such as Mean, Standard Deviation, Kurtosis, Skewness, Variance, Entropy Value, Maximum Pixel, andMinimumPixel.

The purpose of thisresearch isto find the extracted value of pre-processed images. For future research, lovebirds might be real-time recognized using
another CNN scheme such as implemented in YOLO.
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