Decay Curve Analysis of a Damped Vibration System with Multi-force Perturbations
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ABSTRACT

Perturbation in a system is one of the troublesome matters in dynamics, vibration, and control. It changes the system’s behavior and possibly causes a mechanical failure. This paper presents the effect of perturbations on the decay curve of a damped vibration system. The perturbations are varied from single to multiple forces to give novel knowledge completing previous studies. Additionally, the system properties, i.e., damping and stiffness, are also varied to provide more meaningful comprehensive information and, thus, can be used in further vibrational system developments. The result shows that the multiplication of perturbation force significantly changes the decay curve slope with unique characteristics. The variation of damping and stiffness also affects the vibration amplitude and the system resonance.
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1. INTRODUCTION

Investigating perturbations and their impact on vibration dynamics and control has garnered substantial attention [1–5]. This study delves into the relationship between perturbations and mechanical failure, aiming to unravel novel insights into this complex interplay. Vibration phenomena, including perturbations, play a pivotal role in various scientific domains, from molecular spectroscopy to mechanical engineering [6–12], where understanding oscillatory systems’ intricate behavior is paramount [13].

For instance, Chang et al. [14], adopt the large-order Rayleigh–Schrödinger perturbation theory (RSPT) to compute vibrational states in linear molecules. Their work delves into applying this theory in the context of various molecules, including CO2 and C2H2, employing both isomorphic Watson Hamiltonian and quartic force fields. This investigation reveals intricate details about the effects of perturbations on vibrational states, presenting mathematical tools such as quartic Padé–Hermite approximants that prove indispensable in understanding resonance effects and singular points of eigenvalues on the complex plane.

Ditler et al. [15] explore the realm of vibrational circular dichroism (VCD) spectra in natural products through the lens of nuclear velocity perturbation theory. Their approach involves a sophisticated interplay between Gaussian and plane waves within the CP2K (the open-source electronic structure and molecular dynamics software package) framework, enabling the simulation of VCD spectra. By delving into the influences of various density functionals and their implications on conformational analysis and VCD spectra, the authors shed light on the intricate relationship between molecular moieties and their VCD contributions.

In another vein, Wang et al. [16] delve into the realm of electromechanical dynamics and vibration suppression in high-speed macro–micromanipulators with structural flexibility. Their study intertwines the theoretical aspects of assumed mode methods and the Prandtl-Ishlinskii hysteresis model to derive an electromechanical
dynamics model. By introducing a robust control strategy incorporating perturbation H-infinity control and Kalman filtering, they strive to counteract hysteresis nonlinearity and mitigate microscopic vibrations, even in parameter perturbations. The study underscores the potential of this control strategy in enhancing manipulation stability, robustness, and accuracy.

A unique perspective has been introduced, harnessing the concept of perturbation effects to devise a novel predictive model for human discomfort arising from these intertwined stimuli. A psycho-physics experiment was meticulously devised to discern the perturbation effect caused by noise stimulus. The study involved twelve participants, each subjected to an array of noise and vibration combinations. The participants rated their discomfort relative to reference stimuli after exposure to each combination. The findings unveiled a predictive equation for discomfort caused by vibration [2].

In a distinct avenue, the study by Yang et al. [4] delves into the chaotic vibrations of infinite-dimensional dynamical systems governed by linear hyperbolic partial differential equations (PDEs) in three-dimensional space. This study contributes a rigorous mathematical theorem certifying the occurrence of chaos in such systems. The central focus is on advancing chaos in the context of 3D hyperbolic PDEs, with illustrative examples demonstrating the practical implications of the theoretical chaotic results.

Ni et al. [17] embark on a study concerning the vortex-induced vibration of a two-degree-of-freedom cylinder. The objective is to investigate the influence of perturbations on the bifurcation characteristics of vortex-induced vibration and offer engineering insights. The study observes variations in amplitude, frequency, lift, and drag coefficients of the cylinder’s vibration response after perturbing its displacement. Through vorticity map analysis, the study reveals that displacement perturbations induce changes in the cylinder’s motion state and influence the shedding and wake modes of the vortex. The study highlights the instability introduced by perturbations in the flow field and cylinder motion. Ultimately, the interaction between the perturbed flow field and cylinder motion stabilizes the upper or lower branch of bifurcation, contingent upon the perturbation’s direction and magnitude. This study sheds light on the potential for the vortex-induced vibration of a cylinder to exhibit two relatively stable states near branch jump points, transformable under appropriate perturbations.

More researchers, besides those studies above, have also investigated vibration, particularly perturbation, in many other applications such as theoretical physics [18], chemical application [19], as well as structural engineering [20].

This paper eventually embarks on a fundamental exploration of the effects of multi-force perturbations on the damping characteristics of a common damped vibration system. Multi-force perturbations can be considered the frequent unpredictable factor in practical applications that causes major failures yet are rarely anticipated.

2. METHODOLOGY
2.1. Mathematical Model
First, a mathematical model representing the common spring-mass system with excitation force is established for running transiently within $t = 0 – 10$ seconds. Then, this system is added by the multi-force perturbation at $t = 4.5$ seconds. The complete model is represented in Figure 1 below.

![Figure 1. A single degree of freedom of damped vibration system with perturbations.](image)

The properties of the system are given as mass $m = 1$ kg, damping loss factor $\xi = 0.05$, and stiffness $k = 2500$ N/m. The excitation force $f_e$ is set to be $20$ N and the perturbation force $f_i$ is $50$ N.

<table>
<thead>
<tr>
<th>fi = f1,f2,...,fn</th>
<th>fe</th>
</tr>
</thead>
<tbody>
<tr>
<td>x(t)</td>
<td>y(t)</td>
</tr>
</tbody>
</table>

2.2. Parametric Study
Table 1 shows the parametric study in this study. The perturbation varies from 1 up to 8 multiplications. The stiffness and damping coefficient are also varied to broaden the investigations.
Table 1. Parametric Study.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Variation 1</th>
<th>Variation 2</th>
<th>Variation 3</th>
<th>Variation 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perturbation Force</td>
<td>( f_1 = f_i )</td>
<td>( f_2 = 2f_i )</td>
<td>( f_3 = 4f_i )</td>
<td>( f_4 = 8f_i )</td>
</tr>
<tr>
<td>Damping Coefficient</td>
<td>( \xi )</td>
<td>( 2\xi )</td>
<td>( 4\xi )</td>
<td>( 8\xi )</td>
</tr>
<tr>
<td>Stiffness</td>
<td>( k )</td>
<td>( 2k )</td>
<td>( - )</td>
<td>( 4k )</td>
</tr>
</tbody>
</table>

3. RESULTS AND DISCUSSION

3.1. Governing Equation

From the model in Figure, the equation of motion containing both excitation force as well as perturbation force can be written as:

\[
m\dddot{x} + c\dot{x} + kx = c\dot{y} + ky - fe - fi
\]  

(1)

This paper's main area of interest is where \( fe \) is the excitation force and \( fi = f_1, f_2, \ldots fn \) is the multi-perturbation force. Again, \( i \) indicates the number of perturbations. Moving the stiffness and damping elements on the same side gives:

\[
m\dddot{x} + c(x - \dot{y}) + k(x - y) = fe - fi
\]  

(2)

Then, the acceleration amplitude can be written by dividing all sides with mass \( m \) as:

\[
\ddot{x} = \frac{c}{m} (\dot{x} - \dot{y}) + \frac{k}{m} (x - y) - \frac{fe}{m} \frac{fi}{m}
\]  

(3)

From here, the displacement position can be obtained by integration. The integration is automatically generated using the ordinary differential equation (ODE) solver in the Python package. The code is developed by expanding the code by Vaughan [21].

Figure 2 shows the position of mass \( m \) within a 10-second oscillation. It can be seen that the excitation force acts at the 1st second and the damping effect up to 4 seconds. Then, the perturbation starts at 4.5 seconds indicated by the striking increment of the position amplitude up to 1.5 m. From there, the decay curve shown by the black dashed line can be observed.

Figure 2 shows the position of mass \( m \) within a 10-second oscillation. It can be seen that the excitation force acts at the 1st second and the damping effect up to 4 seconds. Then, the perturbation starts at 4.5 seconds indicated by the striking increment of the position amplitude up to 1.5 m. From there, the decay curve shown by the black dashed line can be observed.

Figure 3. The variation of the number of perturbations.

From the figure also, we can see the steady position of \( y \) starts from the excitation force starts or 1st second until 10 seconds. This explains the assumption made in the introduction section that in practice, machines usually reach a steady condition after being initiated.

3.2. Parametric Study

Figure 3 shows the effect of perturbations number from 1, 2, 4, and 8 forces, while the excitation force is kept constant. It is seen that the multiplications of the perturbation forces significantly increase the position amplitude of \( m \), even up to 40 m. The amplitude increment can be observed as having a
linear pattern from 1 to 8 perturbations proportional to the ODE equation, where the linearity of the increment is typical in both peak and valley oscillations. This phenomenon also agrees with the harmonic oscillatory of a damped vibration system in [22].

The decay curve is shown in Figure 4. In general, all variations have a common reasonable damping effect, as shown by the slope of the decay curve. The slope for the first perturbation force has a linear increment with the second one, which is obtained by doubling the perturbation. When the doubling continues, the slope shows a slight difference, as seen in the third slope. Significant slope differences occur at the last variations, whereas the perturbation is multiplied 8 times. The decay curve has the steepest slope and shows more non-linearity. This happens since the damping coefficient, which is kept constant, meets the sudden high perturbation forces.

The variation of damping loss factor in the spring-mass system is introduced in the system since the initiation, the effect occurs both before and after the perturbation force is actuated. The variation itself is also linearly gradual, resulting in linear damping as well. Again, this phenomenon is similar to the previous study [22]. It can be observed in the reduction of the position amplitude from around 7.5 m (the first amplitude of position after perturbation) to 5 m, the last damping loss factor variation. This decrement pattern is proportional if we see the second amplitude and upwards, where the amplitude has typical decrements.

The decay curve for the damping loss factor variation is shown in Figure 6, showing the amplitude reduction more clearly. The slope differences have the same pattern as the previous variation, whereby increasing the damping loss factor also reduces the decay curves significantly.

The variation of stiffness is shown in Figure 7. Unlike the previous two variations, the changes in stiffness not only change the position amplitude but also shift the overall oscillations forward. This is due to the change of k/m value in Eq (3), which represents the system's natural frequency. Natural frequency is known as a significant factor of a system that determines the system's resonance. A bit of change in the natural frequency will change the system behavior significantly. This is also explained by previous study [13]. Here, in Figure 7, the variation of k is proportional to the frequency changes indicated by the amplitude shifting and the number of oscillations. The increase of the k value results in the increment value of natural frequency k/m, which increases the oscillation numbers.
Meanwhile, the amplitude also shows some interesting findings to be explored. Before the perturbation starts, increasing the stiffness tends to increase the amplitude due to extra inertia. However, after the perturbation, this phenomenon flips into the opposite way. Increasing the stiffness instead reduces the amplitude. This happens because, at some points, the additional forces from perturbation reduce the inertia effect from adding stiffness. In other words, the increment of perturbation forces give a more dominant effect than the inertia increment from the stiffness. Therefore, the amplitude after perturbation behaves oppositely to that before perturbation.

Otherwise, the decay curve for the variation is shown in Figure 8 below. Since the variation is only in three different values, the difference is seen in the Figure. In terms of slope, the increment of $k$ significantly increases the decay curve slope. This can be seen in the $k_1$ and $k_2$ curves. However, this phenomenon has a limited boundary since further increment from $k_2$ to $k_3$ only changes the curve amplitude without considerable changes in the slope. This needs further and deeper investigation.

4. CONCLUSION
An analytical study on the effect of multi-force perturbations on the decay curve has been presented. It is known that multiplying the perturbation force significantly increases the decay curve slope. It is also known that increasing the damping gives a linear or proportional reduction in the vibration amplitude with multi-force perturbations. Moreover, varying the system stiffness gives changes in the vibration amplitude and decay curve slope and shifts the oscillations forward due to changes in the natural frequency. This result could be further investigated by involving the concept of natural frequency in discussions.
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