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 Independent variables such as attributes related to the product, service quality, and 

purchase satisfaction are often correlated with one another in a customer loyalty 

research case. For instance, product attributes may overlap with service quality, 

and both factors jointly influence purchase decisions. To address multicollinearity, 

models such as best subset and Lasso regression can be employed. These models 

will be applied to a restaurant customer loyalty dataset. This study was conducted 

at Warung Tuman Restaurant in South Tangerang, Indonesia, from April to June 

2022. We analyze responses from 100 purposively sampled consumers, with loyalty 

as the dependent variable and 𝑋1 (product attributes), 𝑋2 (service quality), and 𝑋3 

(purchase satisfaction) as predictors. Correlation analysis revealed strong positive 

relationships (r = 0.44, p < 0.00) among predictors, confirming multicollinearity and 

justifying the use of best-subset and Lasso. The dataset was split into a 60% training 

set and a 40% test set, with the training set used to develop predictive models, 

which were then evaluated for accuracy using the test set. All correlation values 

demonstrate a significant positive relationship between the independent variables, 

indicating the suitability of the best subset and Lasso regression applications. The 

best subset and Lasso regression generate models with two independent predictor 

variables, i.e. product attributes and purchase satisfaction. The best subset 

regression exhibits a lower Sum of Squared Errors (SSE), thereby indicating its 

superior performance compared to the Lasso regression model. To effectively 

sustain and improve customer loyalty, restaurant managers should prioritize 

optimizing product attributes and purchase satisfaction factors. 
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 INTRODUCTION 

Regression analysis is a fundamental technique in statistics used to model the relationship between a 

dependent variable and one or more independent variables. It is widely applied in various fields, from 

economics to social sciences. However, a significant challenge arises when the independent variables are 
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highly correlated with one another, a situation known as multicollinearity. Multicollinearity can lead to 

inflated standard errors of regression coefficients, making the estimates unstable and less reliable. This 

issue can severely affect the interpretability and predictive performance of regression models, as it 

becomes difficult to isolate the individual effect of each predictor [1]. 

One potential solution to this issue is Best Subset Regression (BSR), which involves evaluating all 

possible combinations of predictor variables and selecting the subset that minimizes a given model 

selection criterion, such as the Akaike Information Criterion (AIC) or Bayesian Information Criterion (BIC) 

[2]. Best Subset Regression can mitigate the effects of multicollinearity by identifying the most relevant 

predictors, thus providing a more parsimonious model. However, while it is effective in small to 

moderately sized datasets with low multicollinearity, it becomes computationally expensive and 

infeasible as the number of predictors increases, especially when dealing with high-dimensional data [3]. 

Alternatively, Lasso Regression (Least Absolute Shrinkage and Selection Operator) offers another 

approach to dealing with correlated independent variables. Introduced by Hastie et al. [4], Lasso applies 

an L1 penalty to the regression coefficients, forcing some coefficients to shrink to zero. This regularization 

technique not only helps in dealing with multicollinearity but also performs automatic variable selection. 

Lasso's ability to enforce sparsity makes it particularly useful in high-dimensional settings, where the 

number of predictors exceeds the number of observations. Recent studies have shown that Lasso tends to 

outperform stepwise regression, offering better consistency [5]. 

The multicollinearity is particularly critical in marketing and consumer behavior research, where 

predictors such as product attributes, service quality, and purchase satisfaction often exhibit strong 

interdependencies. For example, product attributes might be linked with service quality, while both could 

influence consumer purchase decisions. This interrelationship can cause challenges in modeling the 

impact of these variables on consumer loyalty. Therefore, applying methods to handle multicollinearity is 

crucial for improving the accuracy and interpretability of models used to predict consumer behavior [6]. 

Despite the growing body of research on the comparison between Best Subset Regression and Lasso 

in various contexts, their relative merits for customer loyalty prediction remain unclear. It is essential to 

evaluate how these regression techniques perform when applied to such practical problems. This paper 

aims to address the better predictive accuracy when modeling loyalty using correlated marketing 

variables between Best Subset Regression dan Lasso. 

RESEARCH METHODS 

This study was conducted in Warung Tuman Restaurant, Ciater, Serpong, the city of South Tangerang, 

Indonesia from April to June 2022, utilizing a dataset to investigate the factors influencing consumer 

loyalty. The independent variables considered include product attributes (𝑋1), service quality (𝑋2), and 

purchase satisfaction (𝑋3) [7]. The data was collected from 100 restaurant consumers purposively using 

purposive sampling. This method was selected to target respondents with direct experience dine in at the 

restaurant, ensuring relevance to the study’s objectives. However, purposive sampling may introduce 

selection bias, as the sample may not fully represent the broader population of consumers. 

Participants were asked about three independent variables: product attribute (7 indicators: product 

value-price relationship, product quality, product benefits, product distinctive features, product 

appearance/presentation, product reliability and consistency, menu variety), service quality (4 indicators: 

warranty/guarantee, delivery communication, complaint handling, problem resolution), and purchase 

satisfaction (5 indicators: service attitude, communication, ease of access and comfort, restaurant 

reputation, company competence). On the other hand, the dependent variable is consumer loyalty, which 

was measured using three indicators. Consumers selected one of seven response options from a Likert 

scale provided for each indicator, ranging from strongly agree to strongly disagree. The reliability of the 

Likert scale was assessed using Cronbach’s Alpha, with all variables exceeding the threshold of 0.7, 
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indicating good internal consistency. Additionally, the validity of the measurement scales was confirmed 

through exploratory factor analysis (EFA), ensuring that the indicators accurately reflected their respective 

constructs. The seven indicators were chosen due to their good stability and discrimination [8]. Then, the 

variables analyzed were the sum/total of each indicator within the variable.  

Prior to modeling, key regression assumptions were evaluated. Normality of residuals was tested 

using the Shapiro-Wilk test, while heteroscedasticity was assessed via the Breusch-Pagan test. No 

significant violations of these assumptions were detected. To assess potential multicollinearity, correlation 

analysis was performed on these independent variables prior to modeling.  

The best subset regression approach was employed to select the most relevant predictors for the 

model. Best subset regression involves evaluating all possible combinations of independent variables to 

identify the subset that best predicts the dependent variable. The model is formulated as follows: 

𝑦 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + 𝛽3𝑥3 + 𝜖  (1) 

where 𝛽0 is the intercept, 𝛽1, 𝛽2, 𝛽3, are the regression coefficients for the independent variables, and 𝜖 

represents the error term. At the core of this statistical task is the best subset problem with a subset size of 

k, which is defined by the following optimization problem:  

min
𝛽

1

2
‖𝑦 − 𝑿𝜷‖2

2 subject to ‖𝛽‖0 ≤ 𝑘  (2) 

where the 𝑙0(pseudo)norm of a vector 𝜷 counts the number of nonzeros in 𝜷 and is given by ‖𝛽‖0 =

∑ 1(𝛽𝑖 ≠ 0)3
𝑖=1 , where 1(·) denotes the indicator function. The algorithms for solving the problem are 

implemented in the widely used leaps statistical package in R [9]. The selection process is based on a 

selection criterion, i.e BIC, CP, adjusted R2, which balances model bias and variance [4], [10].  
Lasso regression (Least Absolute Shrinkage and Selection Operator) is another technique used in 

this study for variable selection. Lasso works by imposing an L1 penalty on the regression coefficients, 

which effectively shrinks some of the coefficients to zero, thus performing variable selection. The lasso 

model can be expressed as: 

�̂� = arg min
𝛽

(∑ (𝑦𝑖 − ∑ 𝑥𝑖𝑗𝛽𝑗
𝑝
𝑗=1 )

2
𝑛
𝑖=1 + 𝜆 ∑ |𝛽𝑗|

𝑝
𝑗=1 )  (3) 

where 𝜆 is the regularization parameter that controls the strength of the penalty. As 𝜆 increases, more 

coefficients are set to zero, reducing the complexity of the model [4]. An appropriate value for the 

regularization parameter, lambda, must be selected with caution to ensure the desired level of sparsity. 

Cross-validation is a widely adopted approach for determining the optimal lambda, a resampling 

technique in which the training data are partitioned into multiple subsets or folds [11]. The optimal 

regularization parameter (λ) was determined using 10-fold cross-validation, which partitions the training 

data into subsets to evaluate model performance across different λ values. The λ yielding the lowest mean 

squared error (MSE) was selected to balance bias and variance. This method is implemented in the glmnet 

package in R.  

In this study, data was split into a training set and a test set for both the best subset regression and 

lasso regression models. The training set was used to fit the models, while the test set was used to evaluate 

their predictive performance. The algorithm for splitting the data was as follows:  
1. The dataset was randomized. 60% of the data was allocated to the training set, and the remaining 

40% was assigned to the test set.  
2. The best subset and lasso models were trained on the training set. 
3. Predictive accuracies were evaluated using the test set by calculating the Sum of Squared Error 

(SSE) for each model. The SSE for each model was computed by summing the squared differences 

between the observed and predicted values for the test set.  
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4. The SSE measure allows for the assessment of model accuracy and is particularly useful for 

comparing models. The model with the lowest SSE was considered to perform better in terms of 

predictive accuracy. 

RESULTS AND DISCUSSION 

Correlation Between Independent Variables 

The correlation measure used to calculate the correlation between independent variables is Pearson’s 

correlation. Although the correlation values obtained are less than 0.5 (Figure 1), all correlation values 

indicate a significant positive correlation at the 5% alpha level. Specifically, when product attributes are 

perceived as higher quality, it is likely that consumers will also rate service quality and purchase 

satisfaction more positively. This relationship suggests that consumers’ overall experience is influenced 

by the interplay between product quality, the quality of service provided, and their level of satisfaction 

with the purchase. This positive correlation is consistent with findings from studies conducted at 

restaurant locations [12] and coffee shops [13]. 

 However, the moderate correlation values also imply that other unmeasured factors (e.g., pricing, 

ambiance, or brand reputation) may influence consumer loyalty. Future research could expand the model 

to include these variables for a more comprehensive analysis. 

 

Figure 1. Correlation scores between independent variables (if the color is white, correlation is 

insignificant 

Best Subset Regression 

The dataset is divided into two sets: the training set and the test set. The training set consists of 60% of the 

100 consumers, meaning 60 consumers were randomly selected for the training set. The results of the best 

subset regression for the training set, based on the criteria of adjusted R², CP Mallow, and BIC (Bayesian 

Information Criteria), are presented in Table 1. All three criteria show that the best model includes two 

independent variables. 

Table 1. Best subset model evaluation criteria 

Criteria 
Number of Independent Variable 

1 2 3 

Adjusted R2 0.294 0.328 0.323 

CP Mallow 4.938 2.525 4.000 

Bayesian Information Criteria -16.881 -17.128 -13.435 
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When two variables are used in the best subset regression, the resulting regression equation is 

𝑦 = 5.947 + 0.403 𝑥1 + 0.249 𝑥3  (4) 

This equation indicates that consumer loyalty consumer loyalty is primarily driven by product 

attributes (𝑋1) and purchase satisfaction (𝑋3). Several studies have found similar results, suggesting that 

product attributes [14] and purchase satisfaction [15] influence consumer loyalty. Service quality can be 

excluded from the consumer loyalty model due to differences in consumer expectations and perceptions. 

Perceived service quality can vary among consumers, leading to inconsistent consumer loyalty. 

Consumers with high expectations tend to switch to other brands, even when service quality is perceived 

as good. From a managerial perspective, these findings underscore the need to prioritize product 

excellence (e.g., menu diversity, consistency) and post-purchase satisfaction (e.g., staff training, ambiance) 

over service quality alone. 

 

Lasso Regression 

The training set used in the Lasso regression is the same as the training set used in the best subset 

regression. Cross-validation is applied in Lasso regression to obtain the optimal penalty value (λ). Figure 

2 shows that the optimal log(λ) value is -1.387, resulting in an optimal λ of 0.25. Using a λ of 0.25, the 

regression equation obtained from Lasso is as follows:  

𝑦 = 11.505 + 0.338 𝑥1 + 0.166 𝑥3  (5) 

 

Figure 2. Mean squared Error of various log (λ) 

Equivalent to the best subset regression, Lasso regression also excludes service quality as a predictor 

in the consumer loyalty case for this restaurant data. This consistency across methods strengthens 

confidence in the model’s robustness. 

 

Comparison between best subset and Lasso regression 

A comparison of the prediction results between the best subset regression and Lasso regression is applied 

to the test set. The predicted values from Equations (4) and (5) will be compared with the actual consumer 

loyalty scores. This calculation results in the Sum of Squared Errors (SSE) for each model, with the model 

that yields the smallest SSE being considered the best model. Table 2 presents the SSE results for both 

models. 
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Table 2. Sum of Squared Errors (SSE) of best subset and lasso models 

Model SSE 

Best subset 115.248 

Lasso 131.515 

 

The best subset regression has a smaller SSE, indicating that it provides better predictions than the 

Lasso regression. Equation (4) can thus be used as the selected model to predict consumer loyalty. 

 

Limitations and Biases 

This study has several limitations that should be acknowledged. First, the use of purposive sampling, 

while practical, may introduce selection bias by overrepresenting frequent patrons, thereby limiting the 

generalizability of the findings. Additionally, the model does not account for potentially influential 

variables such as pricing, location convenience, or cultural preferences, which could further shape 

consumer loyalty. Finally, reliance on self-reported Likert-scale responses may introduce subjectivity, 

potentially affecting the accuracy of the measurements. 

 

Management Strategy 

To effectively maintain and enhance loyalty, restaurant managers must focus on optimizing product 

attributes and purchase satisfaction factors. The product attributes that have been found to positively 

influence loyalty include quality, benefits, distinctiveness, appearance, reliability, menu diversity, and the 

value-for-money relationship. To strengthen these attributes, restaurant managers should offering a 

diverse menu to cater to a variety of tastes, and ensuring consistency in the presentation and preparation 

of dishes. Additionally, positioning the menu as unique or distinctive, possibly by incorporating local 

flavors or specialty dishes, can make the restaurant stand out in a competitive market. 

Purchase satisfaction, defined by service attitude, communication, ease of access, comfort, 

reputation, and company competence, also plays a critical role in consumer loyalty. Restaurant managers 

should therefore implement strategies that enhance customer satisfaction. For example, training staff to 

communicate effectively, and ensure a pleasant atmosphere can significantly improve customer 

satisfaction.  

 

Strategic Recommendation 

While service quality was statistically insignificant in this study, it should not be neglected—improving 

service may indirectly boost satisfaction (𝑋3), thereby reinforcing loyalty. 

CONCLUSION 

Both the best subset regression and Lasso regression generate models with the same number of included 

predictor variables, namely two variables: product attributes and purchase satisfaction, which are key 

predictors of consumer loyalty. The comparison between the best subset model and the Lasso model 

demonstrates that the best subset regression has a smaller Sum of Squared Errors (SSE), thus making it a 

better model than the Lasso regression model. However, model selection should not rely solely on SSE—

factors such as interpretability, computational efficiency, and practical usability in business decision-

making should also be considered. 

These findings have practical implications for businesses aiming to enhance customer loyalty 

strategies. By focusing on improving product attributes and ensuring high purchase satisfaction, 

companies can strengthen consumer retention. Future research could expand on this work by 

incorporating additional variables (e.g., brand reputation or demographic factors) or testing these models 

on larger, more diverse datasets to improve generalizability. Further comparative studies could also 
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evaluate other performance metrics (e.g., AIC, BIC, or out-of-sample validation) to provide a more 

comprehensive assessment of regression techniques. 
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