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 The Open Unemployment Rate is a key indicator in measuring labor market 

imbalances, reflecting the economic dynamics of a region. Banten Province has 

consistently ranked among the top three provinces with the highest Open 

Unemployment Rate in Indonesia over the past decade, indicating structural 

challenges in employment. To address this issue, a forecasting model is needed to 

provide accurate predictions that support more effective labor policy planning. 

This study uses the Prophet method, an additive regression approach developed 

by Facebook, to forecast the Open Unemployment Rate in Banten Province over the 

next 10 semesters (February 2025-August 2029). The data used is sourced from the 

Statistics Indonesia (BPS) for the period 2005-2024, collected every semester 

(February and August). The model's performance is evaluated using the Mean 

Absolute Percentage Error (MAPE) as the primary evaluation metric. The results 

show that the Prophet model effectively captures trend and seasonal patterns. With 

a MAPE value of 5.3910%, the model demonstrates very good accuracy (MAPE < 

10%), making it suitable for medium-term forecasting. The predictions indicate a 

downward trend in the Open Unemployment Rate in Banten over the next five 

years. The conclusion of this study suggests that the Prophet model can be a reliable 

tool for projecting the Open Unemployment Rate and supporting labor policy 

planning in Banten. Future research is expected to incorporate external factors or 

use hybrid modeling approaches to improve prediction accuracy. 
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INTRODUCTION 

The Open Unemployment Rate (TPT) is the percentage of the population who are unemployed and actively 

seeking work in relation to the total labor force over a certain period [1]. This indicator is used to measure 

imbalances in the labor market, reflecting the economic dynamics of a region. As a result, it is often used as 

a reference in the formulation of labor policies and economic development strategies.
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According to data from the National Labor Force Survey (SAKERNAS) conducted by the Statistics 

Indonesia (BPS), the Province of Banten has consistently ranked among the top three provinces with the 

highest Open Unemployment Rate in Indonesia over the past decade. The monthly SAKERNAS 

publications in August show that the TPT in Banten has never been below the national average. A higher 

Open Unemployment Rate indicates an increasing number of unemployed individuals, which can 

negatively affect the well-being of the population [2]. This demonstrates that the labor sector in Banten 

faces significant structural challenges, which may impact both economic and social stability in the region. 

In the context of ASEAN and Asian countries, the TPT standards vary based on the level of economic 

development. Developed countries such as Japan and South Korea have relatively low TPT, ranging from 

2-4%, while developing countries like Indonesia, Malaysia, and Thailand have higher TPT, ranging from 

4-6%. This comparison suggests that to achieve economic stability, the Province of Banten must reduce its 

TPT to a more competitive level [3]. To address the labor challenges in the Province of Banten, a forecasting 

model that can predict the TPT for the coming years is needed. With accurate forecasting, local 

governments can formulate more effective policies to address unemployment, including workforce 

training programs, investment incentives, and the development of the creative economy sector. 

Previous studies have applied the Triple Exponential Smoothing method to model the TPT in 

Banten, resulting in a Mean Absolute Percentage Error (MAPE) of 8.85% [4]. Although this method 

produced a MAPE value of less than 10%, it is still less effective in capturing long-term trends and 

accommodating outliers often caused by economic fluctuations. Therefore, a more adaptive forecasting 

model is required to improve the accuracy of TPT predictions in Banten. This study will use the FB Prophet 

method to address the limitations of the previously used method. 

RESEARCH METHODS 

This study uses data on the Open Unemployment Rate (TPT) obtained from the official website of the 

Statistics Indonesia (BPS), with the most recent data update in August 2024. The data specifically focuses 

on the Province of Banten, covering the period from 2005 to 2024. This data is collected periodically every 

semester (February and August). 

The forecasting model used in this study is Prophet, an additive regression method developed by 

Facebook. Prophet is designed to handle long-term trends as well as recurring seasonal patterns with a 

flexible approach. Additionally, the Prophet model can handle outliers by considering change points, 

seasonality with Fourier order, and trend changes by adding regressors into the model, enabling it to 

adapt to values that change significantly [5]. The data is divided into two main groups: the Training Set, 

which covers the period from 2005 to 2021 and is used for model training and creation, and the Testing 

Set, which covers the period from 2022 to 2024 and is used to evaluate the model’s accuracy. The model 

created is then used to forecast or project the TPT for the next 10 semesters (February 2025 – August 2029). 

The model's performance will be evaluated using six metrics: Mean Error (ME), Mean Absolute Error 

(MAE), Mean Squared Error (MSE), Root Mean Squared Error (RMSE), Mean Percentage Error (MPE), and 

Mean Absolute Percentage Error (MAPE). The MAPE will be the primary evaluation metric in this study. 

If the MAPE result is < 10%, the model is considered excellent and can be used for future forecasting [6]. 

In general, the Prophet model can be written as follows [7]: 
  

𝑦(𝑡) = 𝑔(𝑡) +  𝑠(𝑡) + ℎ(𝑡) + 𝜀(𝑡)     (1) 
where, 

𝑦(𝑡) is the forecasted value at time 𝑡,  

𝑔(𝑡) is the trend component, 

𝑠(𝑡) is the seasonal component, 

ℎ(𝑡) is the holiday effect, 

𝜀(𝑡) is the noise or error. 
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In Prophet modeling, there are four options for tuning the trend/growth parameter: 

a. Non-linear Saturating Growth 

The growth component aims to understand how a population evolves. Facebook designed the 

growth component to closely resemble an ecological system. Growth is typically modeled using 

the logistic growth model in its simplest form, as follows: 

 

𝑔(𝑡) =
𝐶

1+exp(−𝑘(𝑡−𝑚))
      (2) 

Where,  

𝑔(𝑡) is the growth or trend component at time-t, 

𝐶      is the carrying capacity, 

k      is the growth rate, 

m     is the offset parameter. 

 

Alternatively, the piecewise logistic growth model can be used: 

 

𝑔(𝑡) =
𝐶(𝑡)

1+exp(−(𝑘+𝑎(𝑡)𝑇𝛿)(𝑡−(𝑚+𝑎(𝑡)𝑇𝛿))
     (3) 

 Where,  

 𝑔(𝑡)   is the growth or trend component at time-t, 

𝐶(𝑡)   is the time-varying capacity, 

 𝑘 + 𝑎(𝑡)𝑇𝛿  is the rate at time-t, 

 𝛿   is a vector of rate adjustments, 

 𝑎(𝑡)   is a vector of {0,1}s , 

𝑇  is transpose of vector. 

  

b. Linear Trend with Changepoints 

Changepoints are moments when the data direction changes. For forecasting without growth and 

a piecewise constant rate of growth, the trend model becomes: 

 

𝑔(𝑡) = (𝑘 + 𝑎(𝑡)𝑇𝛿)𝑡 + (𝑚 + 𝑎(𝑡)𝑇 𝛾)     (4) 
Where, 

𝑔(𝑡)  is the growth or trend component at time-t, 

𝑘   is the growth rate, 

𝑎(𝑡)  is a vector of {0,1}s , 

𝛿   is a vector of rate adjustments, 

𝑚  is the offset parameter, 

𝑇 is transpose of vector, 

𝛾   is adjusted to −𝑠𝑗𝛿𝑗 for continuity. 

 

The changepoint prior scale is used to regulate the trend’s flexibility, addressing overfitting and 

underfitting issues [8]. 

 

c. Automatic Changepoint Selection 

This model is used when the times of trend changes are known. This process is carried out 

automatically by filtering candidates and selecting based on Equations 3 and 4. 
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d. Trend Forecast Uncertainty 

When the model is extrapolated to make forecasts, the trend will have constant values. A 

generative model forward can be used to estimate the uncertainty in the trend forecast. Future 

changepoints are taken randomly, so the average frequency of changepoints fits the historical data. 

 

For determining seasonality or seasonal patterns, the Fourier series is often used to provide a flexible 

model of periodic effects. The equation for an arbitrary smooth seasonal effect is: 

 

𝑠(𝑡) =  ∑ (𝑎𝑛 cos (
2𝜋𝑛𝑡

𝑃
) + 𝑏𝑛 cos (

2𝜋𝑛𝑡

𝑃
) )𝑁

𝑛=1     (5) 

 

Where, 

Parameter 𝛽 = [𝑎1, 𝑏1, . . . , 𝑎𝑛, 𝑏𝑛]𝑇 
  

𝑎𝑛 =
1

𝑃
∫ 𝑓(𝑥) cos (

2𝜋𝑛𝑡

𝑃
) 𝑑𝑥

𝑃

−𝑃
  

  

𝑏𝑛 =
1

𝑃
∫ 𝑓(𝑥) sin (

2𝜋𝑛𝑡

𝑃
) 𝑑𝑥

𝑃

−𝑃
  

 

Parameter selection can be automated using the AIC model selection procedure. The seasonality 

component can be set as either an additive model or a multiplicative model [9]. In the case of multiplicative 

seasonality, the growth component g(t) and seasonality s(t) will undergo log transformation [10]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Prophet Modeling Flowchart with Python 
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The process of modeling and forecasting using Prophet is implemented using the Python 

programming language and executed within the Visual Studio Code environment. The programming 

workflow used in this study is illustrated in Figure 1. 

RESULTS AND DISCUSSION 

The process of modeling and forecasting the Open Unemployment Rate (TPT) in the Province of Banten 

using the FB Prophet method was carried out through several systematic stages. The process began with 

importing the required libraries into the Python environment, namely pandas for data management, 

manipulation, and analysis, NumPy for numerical computation, Prophet as the time-series forecasting 

model, sklearn.metrics for model evaluation (specifically used for calculating MAE and MSE), and 

matplotlib for visualizing graphs. The code lines for importing libraries in the Python Visual Studio Code 

environment can be seen in Figure 2. 
  

 
Figure 2. Code Lines for Importing Libraries with Python 

If the libraries are not installed, they must first be installed through the terminal or command prompt 

using the code lines shown in Figure 3. 
 

 
Figure 3. Code Lines for Installing Libraries with Python 

After importing the libraries, the unemployment rate data from the Central Statistics Agency's 

website for the 2025 access year is saved in Excel format and then read. The code lines for reading the 

Excel file can be seen in Figure 4. 
  

 
Figure 4. Code Lines for Reading an Excel File with Python 

Once the Excel data is successfully read, preprocessing is performed, which includes converting the 

date format to meet the requirements of the Prophet library in Python. The data used only spans from 

2005 to 2024, so date filtering is necessary. The code lines for this filtering process can be seen in Figure 5. 
  

 
 Figure 5. Code Lines for Preprocessing, Date Conversion, and Date Filtering with Python 
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After preprocessing, the data is divided into two subsets: the training data (2005–2021), used to build 

the model, and the testing data (2022–2024), used to evaluate the prediction accuracy of the model. The 

code lines for creating these data subsets can be seen in Figure 6. 

 
Figure 6. Code Lines for Data Subsetting with Python 

Following data separation, exploratory data analysis is conducted by examining patterns and trends 

for each year or semester. The code lines for creating this exploratory data visualization can be seen in 

Figure 7. 

 
Figure 7. Code Lines for Plotting Data Series with Python  

In Figure 8, two trend patterns in the training data are observed: one from 2005 to 2011 and another 

from 2012 to 2021. Consequently, an adaptive time regressor component was added to the Prophet model. 

 

 
Figure 8. Unemployment Rate Data Series of Banten 2005–2024 

In addition to adding the adaptive time regressor component, seasonal patterns for each semester 

were also observed. As shown in Figure 8, the data exhibits rising and falling patterns, leading to the 

Prophet model being trained using seasonal parameters for each semester (February and August) with a 

Fourier Order of 2 to capture seasonal patterns in the data. The seasonal component chosen was based on 



 

22 F. B. Wijaya et.al. (2025), Theta: Journal of Statistics, vol. 1, no. 1, pp. 16-26, 2025  

 

 

the semester, not the year, month, week, or day, as the pattern fluctuates seasonally. The code lines for 

creating and training the Prophet model can be seen in Figure 9. 

Figure 9. Code Lines for Creating and Training the Prophet Model with Python 

 

Once the model was created, forecasting was performed for the next 10 periods (February 2025 to 

August 2029) to obtain projections of the unemployment rate. The code lines for this forecasting or 

projection process can be seen in Figure 10. 

 

 
Figure 10. Code Lines for Forecasting or Projecting the Next 10 Semesters with Python 

The results of the 10-semester forecast are as follows: 

 

Table 1. Forecasting Results/Projections for the Next 10 Semesters 

Period Estimated TPT (%) Minimum Estimate (%) Maximum Estimate (%) 

February 2025 

August 2025 

February 2026 

August 2026 

February 2027 

August 2027 

February 2028 

August 2028 

February 2029 

August 2029 

6.764309 

6.652490 

6.542494 

6.430675 

6.320679 

6.208860 

6.098256 

5.986437 

5.876441 

5.764622 

5.460869 

5.360154 

5.256962 

5.181750 

5.007762 

4.910097 

4.738835 

4.757324 

4.586470 

4.429874 

8.055364 

7.894465 

7.831959 

7.728252 

7.649004 

7.515059 

7.362857 

7.269946 

7.178969 

7.068574 

 

Based on Table 1, the prediction range, i.e., Minimum Estimate (%) and Maximum Estimate (%), 

indicates uncertainty in the model's projections, where the prediction results fall within a specific interval, 

calculated based on probability distribution. The point estimate can be seen in the "Estimated TPT (%)" 

column. 

After performing the forecasting, it is important to reassess whether the forecast is valid and usable. 

Model evaluation is conducted by calculating several evaluation metrics. The metrics used are Mean Error 

(ME), Mean Absolute Error (MAE), Mean Squared Error (MSE), Root Mean Squared Error (RMSE), Mean 

Percentage Error (MPE), and Mean Absolute Percentage Error (MAPE). These metrics are used to assess 

the accuracy of the model in predicting the TPT based on the testing data. The code lines for model 

evaluation can be seen in Figure 11. 



 
F. B. Wijaya et.al. (2025), Theta: Journal of Statistics, vol. 1, no. 1, pp. 16-26, 2025 23 

 

  

 
Figure 11. Code Lines for Evaluation Metrics with Python 

 

Model evaluation is conducted by comparing the predicted results with the actual data from the 

testing period (2022–2024). The model's error values are displayed in Table 2.  
  

Table 2. Prophet Model Performance Evaluation Metrics 

Evaluation Method Value 

Mean Error (ME) 

Mean Absolute Error (MAE) 

Mean Squared Error (MSE) 

Root Mean Squared Error (RMSE) 

Mean Percentage Error (MPE) 

Mean Absolute Percentage Error (MAPE) 

-0.1108 

0.4123 

0.2135 

0.4620 

-0.9598% 

5.3910% 
  

 

From the evaluation results, it can be seen that the RMSE value of 0.4123 indicates a relatively small 

error in predicting the TPT. Additionally, the MAPE value of 5.3910% shows that the model has a very 

good prediction error rate, as it is < 10%. 

Overall, the Prophet model successfully captures the trend patterns of the TPT. However, there is a 

slight negative bias in the predictions, as indicated by the ME value of -0.1108. This suggests that the model 

tends to slightly underestimate the actual values (underfitting). 

After model evaluation, the forecasting results are visualized in the form of a graph comparing the actual 

and predicted data. The code lines for this visualization can be seen in Figure 12. 
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Figure 12. Code Lines for Visualizing Forecasting Graphs with Python 

The analysis of the Prophet model components shows that the TPT in Banten exhibits a long-term 

downward trend. Additionally, the seasonal pattern per semester was also identified, indicating 

fluctuations in the TPT throughout the year. This is shown in Figure 13 and Figure 14. 

 

 
Figure 13. Trend and Seasonal Components of the Prophet Model for Banten’s TPT 

Specifically, the trend of the TPT in Banten tends to decline over the next five years, which can be 

associated with various factors, such as labor policies, economic growth, and improvements in workforce 

skills. The seasonal fluctuations also show a consistent pattern, likely influenced by cyclical factors such 

as the recruitment season, workforce training, and labor-related policies from both the central and regional 

governments. The comparison of forecasted and actual values can be seen in Figure 14. 
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Figure 14. Historical and Forecasting Visualization of Banten’s TPT 

After obtaining an accurate model capable of forecasting up to 10 semesters ahead, the final step is 

to conduct a recommendation analysis by identifying the time period when the TPT is predicted to fall 

below 3% (as per the standards of advanced countries in Asia). This information is useful for policymakers 

in formulating unemployment reduction strategies. The code lines for insight and recommendations are 

shown in Figure 15. 

 

 
Figure 15. Code Lines for Insight and Recommendations in Python 

Based on the model's recommendation, the TPT is predicted to fall below 3% by the year 2044, 

assuming ceteris paribus, meaning that all conditions, including economic, policy, and labor 

circumstances, remain the same as in 2024. It is possible that the 3% threshold could be reached earlier or 

later, depending on government policies. 

CONCLUSION 

The Prophet model effectively captures the downward trend of the Open Unemployment Rate (TPT) in 

the Province of Banten. Fluctuations in the actual data indicate the presence of external factors, which 

were not explicitly included in this model, such as economic conditions or labor policies. The accuracy of 

this model is excellent, with a MAPE value of 5.3910%, which is below 10%. This suggests that the 
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predictions provided can be considered in the formulation of labor policies. The accuracy of the Prophet 

model can be improved by incorporating external factors. A hybrid approach, combining Prophet with 

other models, Prophet with additional parameter tuning, or the use of other methods such as Deep 

Learning LSTM (Long Short-Term Memory) or ARIMAX (Autoregressive Integrated Moving Average – 

X), can be utilized to enhance the precision of the TPT predictions for the Province of Banten. 
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